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Identification of RNA-directed chromatin modification first 
occured in plants, where the accumulation of double-stranded 
RNA (dsRNA) resulted in sequence-specific targeting of cyto-

sine DNA methylation1. Eight years later, small interfering RNAs 
(siRNAs) were identified as the causal molecule directing the 
deposition of DNA methylation and methylation of histone H3 
at lysine 9 (H3K9me), resulting in the formation of stable hetero
chromatin2,3. Subsequently, siRNA-mediated heterochromatin 
formation (through methylation of cytosines or H3K9) was demon-
strated in Caenorhabditis elegans, Drosophila and mice (reviewed in 
ref. 4), confirming that small RNAs are potent drivers of heterochro-
matic marks throughout the eukaryotic kingdoms. In plants, unlike 
animals, DNA methylation is not erased every generation, but 
rather epigenetically inherited (reviewed in ref. 5), explaining why 
transgenerational epigenetic inheritance patterns were first discov-
ered and are more frequently observed in plants. This Review focuses 
on the different small RNA-guided pathways that establish heritable 
patterns of DNA methylation. Canonical and non-canonical forms 
of RdDM are compared and contrasted, with specific emphasis on 
the interconnection between post-transcriptional silencing and the 
establishment of chromatin marks.

Canonical RdDM
Soon after the discovery of siRNAs6, it was recognized that they 
fall into two size categories with distinct molecular functions: 
21−22-nucleotide (nt) siRNAs that function in post-transcriptional 
gene silencing (PTGS) and 24-nt siRNAs that are specifically associ-
ated with RdDM and transcriptional silencing3. The proteins that 
produce the 24-nt siRNAs are individual members from multi-
protein families that have specialized for RdDM. The 24-nt siRNAs 
are produced by RNA-dependent RNA polymerase 2 (RDR2) and 
Dicer-like 3 (DCL3), and incorporated into Argonaute 4 (AGO4) 
and AGO6 (reviewed in ref. 7). In addition, two key plant-specific 
RNA polymerase II (Pol II) paralogs, Pol IV and Pol V, were identi-
fied, which originated from the duplication and sub-functionaliza-
tion of Pol II genes. In the reference plant Arabidopsis, these protein 
complexes are not necessary for messenger RNA (mRNA) tran-
scription or plant development, but rather function in gene silenc-
ing to target transposable elements (TEs), transgenes and viruses 
for RdDM. The identification of Pol IV and Pol V was instrumental 
for the molecular dissection of the canonical RdDM mechanism, 
as plant Pol IV and Pol V mutants are fertile, while in fission yeast 
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(Schizosaccharomyces pombe), C.  elegans and Drosophila the cor-
responding mutations in Pol  II are lethal. This, coupled with the 
presence of DNA methylation in plant genomes, provided plant 
biologists with a competitive edge to dissect and functionally char-
acterize small RNA-directed chromatin-modification mechanisms 
in Arabidopsis.

The canonical RdDM pathway begins with the transcription of 
heterochromatic loci by Pol IV, and the immediate conversion of 
this transcript into dsRNA via RDR2 (Fig. 1; for a more compre-
hensive model see ref. 7). Pol IV and RDR2 physically interact and 
produce short (26−45-nt) dsRNA transcripts8–11. Double-stranded 
RNA from Pol  IV−RDR2 is specifically cleaved by DCL3 into 
24-nt siRNAs, which are incorporated into AGO4 or the closely 
related protein AGO612. In the downstream phase of RdDM, tar-
get loci are transcribed by Pol V, which generates a non-protein-
coding transcript that is thought to remain attached to its locus 
of origin and function as a protein scaffold13. If the 24-nt siRNA 
directs AGO4/AGO6 to the Pol V transcript (via sequence com-
plementarity), the methyltransferase protein DRM2 is recruited 
and results in DNA methylation of the Pol-V-transcribed region 
(Fig.  1). After DNA methylation is established, heterochromatin 
can be formed through the recruitment and activity of H3K9 
methyltransferase proteins14,15.

Canonical RdDM does not account for all RdDM
In a 2005 paper seminal to the RdDM field, Herr et al.16 discovered 
that Pol IV functions in RdDM to silence endogenous TE expres-
sion. However, they found that Pol IV was not responsible for the 
RdDM of an infecting virus, and that the key protein for RdDM 
and silencing of viral DNA during infection was actually RDR6. 
RDR6 functions to produce dsRNA in PTGS, the mechanism 
responsible for the degradation of viral, transgene and TE Pol II 
mRNAs (Fig. 2; reviewed in ref. 17). Therefore, as far back as 2005, 
it was known that canonical RdDM was not the only RdDM mech-
anism, but the fact that alternative mechanisms of RdDM exist 
was largely overlooked over the next decade as the field focused 
on the molecular dissection of canonical RdDM. Focus did not 
return to alternative forms of RdDM until the finding that canoni-
cal RdDM did not function alone to initiate viral silencing was 
independently confirmed18, and many proteins assumed to only 
function in PTGS were found to influence whole-genome DNA 
methylation patterns19.
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Mechanisms of non-canonical RdDM
Besides the production of 24-nt siRNAs by Pol IV−RDR2−DCL3, 
several additional small RNA pathways can direct RdDM and are 
referred to as non-canonical RdDM mechanisms. These varied 
mechanisms of small RNA production use different entry points 
(such as Pol-II-derived mRNAs) to feed into the canonical RdDM 
pathway (Figs 3,4). The various forms of non-canonical RdDM are 
described below. It is important to point out, however, that these 
mechanisms play minor roles compared with canonical RdDM, and 
are neither characterized nor understood to the same extent.

Inverted repeat and microRNA-directed DNA methylation. As 
with Pol IV−RDR2-derived transcripts, Pol II transcripts can also be 
cleaved by DCL3 into 24-nt small RNAs that participate in RdDM20 
(Fig.  3a). These small RNAs are produced independently of RDR 
activity20, probably from transcripts that form imperfectly paired 
intramolecular dsRNA (hairpins). DCL proteins compete for these 
dsRNA substrates in a hierarchical fashion, which typically results 
in production of 21−22- and 24-nt small RNAs21. The 24-nt small 
RNAs are incorporated into AGO4 and mediate RdDM through the 
Pol V chromatin-bound downstream components of the canonical 
RdDM pathway (Fig. 3a). Intramolecular dsRNA is produced from 
transcription through inverted repeat (IR) sequences, and once 
cleaved, siRNAs from IRs can target RdDM in cis (the IR itself) or 
in trans22. A functional example of this Pol II−DCL3 RdDM path-
way occurs in maize: a long Pol-II-derived IR of a Mutator fam-
ily TE is cleaved into 24-nt siRNAs and directs trans-RdDM and 
epigenetic transcriptional silencing to the rest of this TE family23. 
Genome-wide analysis determined that the Pol  II−DCL3 RdDM 
pathway targets many TEs when they are transcribed, contributing 
to their resilencing20.

21−22-nt microRNAs are produced from short intramolecular 
stem-loop mRNA structures cleaved by DCL1, and function by 
the post-transcriptional or translational silencing of their target 
mRNAs. MicroRNAs are thought to evolve from longer IRs by 
reduction of the dsRNA length to only 20−30-nt of a stem-loop 
structure24. However, for some microRNA precursor transcripts, the 
small size of the dsRNA is sufficient for DCL3 cleavage into 24-nt 
small RNAs that participate in RdDM (Fig. 3b). In rice, moss and 

Arabidopsis, DCL3 competes with DCL1 for some microRNA stem-
loops and cleaves these into 24-nt small RNAs22,25,26. MicroRNA-
directed DNA methylation can occur in cis or trans, and can spread 
from its target site to repress adjacent regulatory features and affect 
gene expression26.

The RDR6 RdDM pathway. 21−22-nt siRNAs produced through 
PTGS (involving Pol II−RDR6−DCL2−DCL4; Fig. 2) can also par-
ticipate in RdDM. This pathway was first identified at TAS genes27, 
which produce non-protein-coding Pol II mRNAs. These mRNAs 
are targeted for cleavage by microRNAs and subsequently converted 
into dsRNA by RDR628. While RdDM is likely an off-target effect 
on TAS loci, where it does not alter TAS expression or siRNA pro-
duction27, this same mechanism was later discovered to target tran-
scriptionally active TEs and play a critical role in the initiation and 
establishment of TE silencing29. This pathway, termed RDR6 RdDM, 
is not dependent on the canonical RdDM components Pol IV, RDR2 
or DCL3, and further investigation uncovered the direct incorpora-
tion of 21−22-nt siRNAs produced from Pol II−RDR6-derived TE 
mRNAs into AGO6 (Fig. 3c)30. Once loaded with 21−22-nt siRNAs, 
AGO6 interacts with its target loci through a Pol V scaffolding tran-
script (which continues to associate with transcriptionally active 
TEs). RDR6 RdDM requires Pol V and DRM2, suggesting that the 
downstream targeting complex of RDR6 RdDM is the same as in 
canonical RdDM. On the genome-wide level, RDR6 RdDM acts on 
many long, full-length, structurally autonomous TEs when they are 
transcriptionally active20.

RDR6−DCL3 RdDM pathway. Marí-Ordóñez et al.31 also found that 
TE mRNAs converted into dsRNA by RDR6 can feed into RdDM, 
but in their example, RdDM occurred through dsRNA cleavage by 
DCL3, producing 24-nt siRNAs (Fig.  4a). The authors theorized 
that with an increasing TE copy number and high levels of RDR6-
produced dsRNA, a threshold is crossed where DCL2/DCL4 become 
overwhelmed, and DCL3 compensates by producing 24-nt siRNAs 
from transcripts that are not typically DCL3 substrates. This mecha-
nism relies on the known hierarchy of DCL activity, as in a dcl2/
dcl4 double mutant, some RDR6-generated dsRNAs are targeted by 
DCL332. Thus, this pathway may represent an important mechanism 
that can detect high copy numbers or elevated expression of TEs and 
transgenes, and initiate RdDM when PTGS is saturated.
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Figure 1 | The canonical RdDM pathway. In the upstream siRNA-
generating phase, Pol IV and RDR2 function to produce dsRNA, which 
is cleaved into 24-nt siRNAs by DCL3. These siRNAs function to direct 
AGO4 or AGO6 to chromatin-bound transcripts produced by Pol V. In the 
downstream phase, the interaction of AGO4/6 with the Pol V transcript 
results in the recruitment and activity of the DNA methyltransferase 
DRM2. This pathway is reviewed in greater detail in ref. 7. Black strands 
represent DNA, red strands represent RNA. DNA methylation colours refer 
to the CG (red), CHG (blue) and CHH (green) sequence contexts, where 
H = A, C or T.

Figure 2 | PTGS in plants. Pol II transcription of regions such as palindromic 
TEs or microRNA precursors generates primary small RNAs50,51, which 
are produced independently of RDR activity. Primary small RNAs target 
Pol II mRNAs for cleavage, and some of these cleaved mRNAs produce 
secondary siRNAs through the formation of dsRNA via RDR6 and cleavage 
by DCL2 and DCL4. Secondary siRNAs can target additional copies of the 
mRNA for cleavage and production of more siRNAs through the cycle of 
RNAi. ncRNA, non-coding RNA.
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Figure 3 | Pol II transcripts target DNA methylation through the non-canonical RdDM pathways. a–c, Canonical RdDM (described in Fig. 1) is 
mechanistically connected to PTGS (described in Fig. 2) via at least six different non-canonical RdDM pathways (blue arrows), including: Pol II−DCL3 
RdDM (a), microRNA-directed DNA methylation (b), and RDR6 RdDM (c). The remaining three non-canonical RdDM pathways linking PTGS to canonical 
RdDM are displayed in Fig. 4.
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Pol IV−NERD RdDM pathway. Pontier et al.33 identified an RdDM 
pathway that targets several intergenic loci and requires Pol IV and 
Pol V, yet is independent of RDR2 and AGO4 (Fig.  4b). Central 
to this pathway is a protein named NERD (Needed for RDR2-
independent DNA methylation). GW (glycine−tryptophan) repeats 
in the NERD protein mediate the interaction of AGO2 with Pol IV 
and Pol V, and recruitment of NERD−AGO2 to chromatin results 
in RdDM and transcriptionally repressive histone tail modifications. 
Although the size and type of siRNAs that drive the Pol IV−NERD 
pathway remains to be determined, the target loci lose DNA methyl-
ation in rdr1, rdr6, sde3, dcl2, dcl3 and dcl4 mutants, suggesting that 
this pathway uses a combination of canonical RdDM and traditional 
PTGS proteins33,34 (Fig. 4b).

Double-strand breaks recruit RdDM-related proteins. Upon 
DNA damage induced by a double-strand break, a RdDM-like com-
plex is recruited and is necessary for efficient repair35. This repair 
pathway produces 21-nt siRNAs that are dependent on RDR6 and 
DCL2/DCL4, similar to PTGS or RDR6 RdDM, but differ in the fact 
that the primary transcripts responsible for this pathway are depend-
ent on Pol IV, instead of Pol II. Double-strand break-induced 21-nt 
siRNAs participate in DNA break repair through their incorpora-
tion into AGO2 and presumed targeting of a Pol V scaffolding tran-
script35. Supporting the potential role of AGO2 directly interacting 
with the Pol V chromatin-bound complex, the closely related AGO3 
protein was recently found to drive RdDM through its interaction 
with 24-nt siRNAs36, suggesting that AGO proteins outside of the 
AGO4/AGO6/AGO9 clade can interact with the Pol V chromatin 
complex to direct RdDM. 

Although this double-strand break repair pathway utilizes many 
of the proteins involved in canonical and non-canonical RdDM, 
DNA methylation has not been reported at the sites of DNA repair. 
Mechanistically, this pathway of siRNA production is most similar 
to the Pol  IV−NERD pathway (Fig. 4b). However, NERD has not 
been specifically tested for a role in DNA damage repair, and a for-
mal link between double-strand break repair and RdDM has not 
been established.

Dicer-independent RdDM. Recent publications have defined a 
Dicer-independent mechanism by which non-diced dsRNAs are 
incorporated into the AGO4 protein, and subsequently trimmed 
down at their 3' end to the appropriate siRNA size by exosome-core 
complex exonucleases37,38. The Dicer-independent mechanism pro-
duces an array of siRNA size classes including 21−24-nt siRNAs, 
and these Dicer-independent siRNAs (termed sidRNAs) contribute 
to RdDM of their targets (Fig. 4c). Thus far, it is unclear how signifi-
cant the role of sidRNAs are outside the dcl2/dcl3/dcl4 or dcl1/dcl2/
dcl3/dcl4 mutant contexts, but since sidRNAs can be generated from 
either Pol IV−RDR2 or Pol II−RDR6 dsRNA transcripts (two blue 
arrows leading to AGO4 in Fig. 4c), the authors of this study suggest 
that this pathway functions to initiate TE silencing37.

Commonalities between non-canonical forms of RdDM
Five broad (and imperfect) commonalities between non-canonical 
RdDM pathways have been observed. First, like canonical RdDM, 
they all function through a similar, ancient mechanism of small 
RNA production followed by incorporation into an AGO complex 
and subsequent targeting of a Pol-V-derived chromatin-bound 
scaffolding transcript. Second, non-canonical RdDM targets few 
loci in wild-type cells and, overall, canonical RdDM targets more 
genome-wide regions than non-canonical RdDM20. Canonical 
RdDM perpetually targets thousands of small TEs near genes39, 
presumably to maintain the sharp boundary between hetero
chromatic (TE) and euchromatic (gene) regions of the genome40. 
In wild-type cells, non-canonical RdDM targets only a few regions 
that produce Pol-II-generated siRNAs such as IRs or TAS loci20,27. 

For these regions, the Pol II promoters must be insulated from the 
spread of RdDM in order to continuously produce the mRNA sub-
strates for non-canonical RdDM. Third, many of the non-canonical 
RdDM mechanisms require Pol II transcription of an mRNA, while 
in contrast canonical RdDM is independent of Pol II. Fourth, the 
non-canonical pathways may act transiently and, potentially, only 
in some cell types (such as in meristems for RDR6 RdDM30), to ini-
tiate silencing and transition to canonical RdDM. Fifth, the non-
canonical RdDM pathways are not completely independent of the 
canonical pathway, and many loci are simultaneously targeted by 
canonical and non-canonical RdDM20,29,41. The non-canonical path-
ways represent alternative entry points from which small RNAs can 
feed into the canonical RdDM pathway, and are often dependent on 
canonical RdDM components such as DCL3 or AGO6 (Figs 3,4). 
Most notably, the downstream chromatin-bound phase of canoni-
cal RdDM (involving Pol V, DRM2 and others described in ref. 7) is 
required for all of the non-canonical RdDM mechanisms examined.

Functions of non-canonical RdDM
The current understanding is that both Pol IV and Pol V are 
recruited to participate in canonical RdDM of target loci through 
previously established heterochromatic marks. Pol IV is recruited 
to regions of the genome associated with GC (guanine−cytosine) 
context DNA methylation, histone deacetylation and H3K9me 
through the intermediary protein SHH1 (refs 42,43), while Pol V 
is recruited to regions of the genome associated with DNA meth-
ylation through SUVH2/SUVH9 (refs 44,45). Thus, with our cur-
rent understanding, canonical RdDM cannot alone explain how 
heterochromatic marks are initiated at a target locus. Because 
many of the non-canonical RdDM mechanisms start with Pol II 
transcription and mRNA substrates, several of these mechanisms 
have been implicated in the initiation of virus, transgene and TE 
silencing46,47. For example, the initiation of TE silencing has been 
reported to function through a myriad of non-canonical RdDM 
mechanisms: RDR6−DCL3 RdDM31, RDR6 RdDM29, the Pol IV−
NERD pathway33 and the Dicer-independent pathway37, and even 
the double-strand break repair pathway has been theorized to play 
a role in the initiation of TE silencing as new TE insertions must 
create a DNA break to insert into the genome. It is likely that these 
pathways act in a non-mutually exclusive manner to flood Pol II 
transcripts into various non-canonical RdDM mechanisms in any 
way possible, in order to efficiently target a TE, transgene or virus 
for chromatin-level transcriptional silencing. In addition, there 
are probably more interconnections and mechanisms to be dis-
covered, since some silencing events are distinct from any of the 
known canonical or non-canonical RdDM pathways46. Therefore, 
the overall current dogma is that the function of non-canonical 
RdDM is to link PTGS to canonical RdDM (Figs 3,4). Once non-
canonical RdDM initiates heterochromatic marks on a particular 
TE, virus or transgene, canonical RdDM is probably recruited 
through these marks to reinforce RdDM, form heterochromatin, 
and transcriptionally silence the locus (which many non-canonical 
RdDM mechanisms cannot perform due to their constant depend-
ence on Pol II transcripts).

Key remaining questions for this field 
•	 Is there an RdDM mechanism that is completely independent 

of both Pol IV and Pol V? Can Pol II alone produce both the 
siRNA-generating transcript and the downstream scaffold tran-
script required for RdDM? Multiple examples of Pol II produc-
tion of siRNAs used in RdDM now exist (see above), and Pol II 
may be able to generate the scaffolding transcript as it interacts 
with AGO4 and is necessary for RdDM at some target loci48. 
Recent data suggests that Pol II can target a low but measurable 
level of RdDM without either Pol IV or Pol V to high-copy viral 
genomes, but cannot deposit H3K9me without Pol IV RdDM41.
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such as RDR6, RDR1, DCL2, DCL4 and the RNA helicase SDE3 influence DNA methylation, but the precise small RNAs that function in this pathway have 
not been identified. In addition, data suggests that Pol IV−NERD-induced DNA methylation is indirect, as chromatin modification probably occurs before 
DNA methylation in this pathway33. 
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•	 Are Pol IV and Pol V recruited to regions of the genome that are 
not yet associated with heterochromatic marks? Does Pol V scan 
the whole genome surveying sequences for RdDM?

•	 Do small RNAs directly target H3K9me in plants? DNA meth-
ylaton and H3K9me are tightly interconnected and deposition 
of one mark is known to influence the second mark49. The fact 
that small RNAs direct H3K9me in fission yeast, C. elegans and 
Drosophila (which do not have DNA methylation) suggests that 
H3K9me modification can be directly targeted.

•	 Why are there so many small RNA-generating mechanisms that 
result in RdDM? Is biological redundancy required to generate 
small RNAs in any way possible for TEs, transgenes and viruses?

•	 What RNA quality control mechanisms drive transcripts 
into RNA interference (RNAi) and thus the non-canonical 
RdDM pathways?

•	 How do genes avoid non-canonical (and particularly Pol-II-
dependent) RdDM mechanisms? Some post-transcriptionally 
degraded genes and transgenes produce abundant 21-nt siRNAs 
but are not methylated. Do these genes and transgenes com-
pletely avoid RdDM, or are they targeted and the chromatin 
modifications subsequently erased by DNA glycosylases and 
histone demethylases?

•	 In animals with Piwi-interacting RNAs, do endogenous siRNAs 
target chromatin modification as in fungi and plants?

•	 Why were non-canonical RdDM components generally not 
identified in screens for the initiation of transgene silencing? 
Are the various non-canonical RdDM mechanisms redundant, 
providing multiple routes to the initiation of silencing, while 
the canonical RdDM components identified in these screens are 
necessary/unique?

Received 27 April 2016; accepted 26 September 2016;  
published 3 November 2016; corrected 12 December 2016
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SUMMARY

We use in situ Hi-C to probe the 3D architecture of
genomes, constructing haploid and diploid maps of
nine cell types. The densest, in human lymphoblas-
toid cells, contains 4.9 billion contacts, achieving 1
kb resolution. We find that genomes are partitioned
into contact domains (median length, 185 kb), which
are associated with distinct patterns of histone
marks and segregate into six subcompartments.
We identify �10,000 loops. These loops frequently
link promoters and enhancers, correlate with gene
activation, and show conservation across cell types
and species. Loop anchors typically occur at domain
boundaries and bind CTCF. CTCF sites at loop an-
chors occur predominantly (>90%) in a convergent
orientation, with the asymmetric motifs ‘‘facing’’
one another. The inactive X chromosome splits into
two massive domains and contains large loops
anchored at CTCF-binding repeats.
INTRODUCTION

The spatial organization of the human genome is known to play

an important role in the transcriptional control of genes (Cremer

and Cremer, 2001; Sexton et al., 2007; Bickmore, 2013). Yet

important questions remain, like how distal regulatory elements,

such as enhancers, affect promoters, and how insulators can

abrogate these effects (Banerji et al., 1981; Blackwood and

Kadonaga, 1998; Gaszner and Felsenfeld, 2006). Both phenom-

ena are thought to involve the formation of protein-mediated

‘‘loops’’ that bring pairs of genomic sites that lie far apart along

the linear genome into proximity (Schleif, 1992).
C

Various methods have emerged to assess the 3D architecture

of the nucleus. In one seminal study, the binding of a protein to

sites at opposite ends of a restriction fragment created a loop,

which was detectable because it promoted the formation of

DNA circles in the presence of ligase. Removal of the protein

or either of its binding sites disrupted the loop, eliminating this

‘‘cyclization enhancement’’ (Mukherjee et al., 1988). Subsequent

adaptations of cyclization enhancement made it possible to

analyze chromatin folding in vivo, including nuclear ligation

assay (Cullen et al., 1993) and chromosome conformation

capture (Dekker et al., 2002), which analyze contacts made by

a single locus, extensions such as 5C for examining several

loci simultaneously (Dostie et al., 2006), and methods such as

ChIA-PET for examining all loci bound by a specific protein (Full-

wood et al., 2009).

To interrogate all loci at once, we developed Hi-C, which com-

bines DNA proximity ligation with high-throughput sequencing in

a genome-wide fashion (Lieberman-Aiden et al., 2009). We used

Hi-C to demonstrate that the genome is partitioned into nu-

merous domains that fall into two distinct compartments. Subse-

quent analyses have suggested the presence of smaller domains

and have led to the important proposal that compartments are

partitioned into condensed structures �1 Mb in size, dubbed

‘‘topologically associated domains’’ (TADs) (Dixon et al., 2012;

Nora et al., 2012). In principle, Hi-C could also be used to

detect loops across the entire genome. To achieve this, how-

ever, extremely large data sets and rigorous computational

methods are needed. Recent efforts have suggested that this

is an increasingly plausible goal (Sexton et al., 2012; Jin et al.,

2013).

Here, we report the results of an effort to comprehensively

map chromatin contacts genome-wide, using in situ Hi-C, in

which DNA-DNA proximity ligation is performed in intact nuclei.

The protocol facilitates the generation of much denser Hi-C

maps. The maps reported here comprise over 5 Tb of sequence
ell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc. 1665
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data recording over 15 billion distinct contacts, an order of

magnitude larger than all published Hi-C data sets combined.

Using these maps, we are able to clearly discern domain struc-

ture, compartmentalization, and thousands of chromatin loops.

In addition to haploid maps, we were also able to create diploid

maps analyzing each chromosomal homolog separately. The

maps provide a picture of genomic architecture with resolution

down to 1 kb.

RESULTS

In Situ Hi-C Methodology and Maps
Our in situ Hi-C protocol combines our original Hi-C protocol

(here called dilution Hi-C) with nuclear ligation assay (Cullen

et al., 1993), in which DNA is digested using a restriction enzyme,

DNA-DNA proximity ligation is performed in intact nuclei, and

the resulting ligation junctions are quantified. Our in situ Hi-C

protocol involves crosslinking cells with formaldehyde, permea-

bilizing them with nuclei intact, digesting DNA with a suitable

4-cutter restriction enzyme (such as MboI), filling the 50-over-
hangs while incorporating a biotinylated nucleotide, ligating

the resulting blunt-end fragments, shearing the DNA, capturing

the biotinylated ligation junctions with streptavidin beads, and

analyzing the resulting fragments with paired-end sequencing

(Figure 1A). This protocol resembles a recently published sin-

gle-cell Hi-C protocol (Nagano et al., 2013), which also per-

formed DNA-DNA proximity ligation inside nuclei to study

nuclear architecture in individual cells. Our updated protocol

has three major advantages over dilution Hi-C. First, in situ liga-

tion reduces the frequency of spurious contacts due to random

ligation in dilute solution—as evidenced by a lower frequency

of junctions between mitochondrial and nuclear DNA in the

captured fragments and by the higher frequency of random liga-

tions observed when the supernatant is sequenced (Extended

Experimental Procedures available online). This is consistent

with a recent study showing that ligation junctions formed in

solution are far less meaningful (Gavrilov et al., 2013). Second,

the protocol is faster, requiring 3 days instead of 7 (Extended

Experimental Procedures). Third, it enables higher resolution

and more efficient cutting of chromatinized DNA, for instance,

through the use of a 4-cutter rather than a 6-cutter (Data S1, I).

A Hi-C map is a list of DNA-DNA contacts produced by a Hi-C

experiment. By partitioning the linear genome into ‘‘loci’’ of fixed

size (e.g., bins of 1Mb or 1 kb), the Hi-Cmap can be represented

as a ‘‘contact matrix’’ M, where the entry Mi,j is the number of

contacts observed between locus Li and locus Lj. (A ‘‘contact’’

is a read pair that remains after we exclude reads that are

duplicates, that correspond to unligated fragments, or that do

not align uniquely to the genome.) The contact matrix can be

visualized as a heatmap, whose entries we call ‘‘pixels.’’ An ‘‘in-

terval’’ refers to a set of consecutive loci; the contacts between

two intervals thus form a ‘‘rectangle’’ or ‘‘square’’ in the contact

matrix. We define the ‘‘matrix resolution’’ of a Hi-C map as the

locus size used to construct a particular contact matrix and

the ‘‘map resolution’’ as the smallest locus size such that 80%

of loci have at least 1,000 contacts. The map resolution is meant

to reflect the finest scale at which one can reliably discern local

features.
1666 Cell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc.
Contact Maps Spanning Nine Cell Lines Containing over
15 Billion Contacts
We constructed in situ Hi-C maps of nine cell lines in human

and mouse (Table S1). Whereas our original Hi-C experiments

had a map resolution of 1 Mb, these maps have a resolution of

1 kb or 5 kb. Our largest map, in human GM12878 B-lympho-

blastoid cells, contains 4.9 billion pairwise contacts and has a

map resolution of 950 bp (‘‘kilobase resolution’’) (Table S2). We

also generated eight in situ Hi-C maps at 5 kb resolution, using

cell lines representing all human germ layers (IMR90, HMEC,

NHEK, K562, HUVEC, HeLa, and KBM7) as well as mouse

B-lymphoblasts (CH12-LX) (Table S1). Each map contains be-

tween 395 M and 1.1 B contacts.

When we used our original dilution Hi-C protocol to generate

maps of GM12878, IMR90, HMEC, NHEK, HUVEC, and CH12-

LX, we found that, as expected, in situ Hi-C maps were superior

at high resolutions, but closely resembled dilution Hi-C at lower

resolutions. For instance, our dilution map of GM12878 (3.2

billion contacts) correlated highly with our in situ map at 500,

50, and 25 kb resolutions (R > 0.96, 0.90, and 0.87, respectively)

(Data S1, I; Figure S1).

We also performed112 supplementaryHi-C experiments using

three different protocols (in situ Hi-C, dilution Hi-C, and Tethered

Conformation Capture) while varying a wide array of conditions

such as extent of crosslinking, restriction enzyme, ligation vol-

ume/time, and biotinylated nucleotide. These include several

in situ Hi-C experiments in which the formaldehyde crosslinking

step was omitted, which demonstrate that the structural features

we observe cannot be due to the crosslinking procedure. In total,

201 independent Hi-C experimentswere successfully performed,

many of which are presented in Data S1 and S2.

To account for nonuniformities in coverage due to the number

of restriction sites at a locus or the accessibility of those sites to

cutting (Lieberman-Aiden et al., 2009; Yaffe and Tanay, 2011) we

use a matrix-balancing algorithm due to Knight and Ruiz (2012)

(Extended Experimental Procedures).

Adequate tools for visualization of these large data sets are

essential. We have therefore created the ‘‘Juicebox’’ visualiza-

tion system that enables users to explore contact matrices,

zoom in and out, compare Hi-C matrices to 1D tracks, superim-

pose all features reported in this paper onto the data, and

contrast different Hi-C maps. All contact data and feature sets

reported here can be explored interactively via Juicebox at

http://www.aidenlab.org/juicebox/.

The Genome Is Partitioned into Small Domains Whose
Median Length Is 185 kb
We began by probing the 3D partitioning of the genome. In our

earlier experiments at 1 Mb map resolution (Lieberman-Aiden

et al., 2009), we saw large squares of enhanced contact fre-

quency tiling the diagonal of the contact matrices. These

squares partitioned the genome into 5–20 Mb intervals, which

we call ‘‘megadomains.’’

We also found that individual 1 Mb loci could be assigned to

one of two long-range contact patterns, which we called com-

partments A and B, with loci in the same compartment showing

more frequent interaction. Megadomains—and the associated

squares along the diagonal—arise when all of the 1 Mb loci in

http://www.aidenlab.org/juicebox/
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Figure 1. We Used In Situ Hi-C to Map over 15 Billion Chromatin Contacts across Nine Cell Types in Human and Mouse, Achieving 1 kb

Resolution in Human Lymphoblastoid Cells

(A) During in situ Hi-C, DNA-DNA proximity ligation is performed in intact nuclei.

(B) Contact matrices from chromosome 14: the whole chromosome, at 500 kb resolution (top); 86–96 Mb/50 kb resolution (middle); 94–95 Mb/5 kb resolution

(bottom). Left: GM12878, primary experiment; Right: biological replicate. The 1D regions corresponding to a contact matrix are indicated in the diagrams above

and at left. The intensity of each pixel represents the normalized number of contacts between a pair of loci. Maximum intensity is indicated in the lower left of each

panel.

(C) We compare our map of chromosome 7 in GM12878 (last column) to earlier Hi-Cmaps: Lieberman-Aiden et al. (2009), Kalhor et al. (2012), and Jin et al. (2013).

(D) Overview of features revealed by our Hi-C maps. Top: the long-range contact pattern of a locus (left) indicates its nuclear neighborhood (right). We detect at

least six subcompartments, each bearing a distinctive pattern of epigenetic features. Middle: squares of enhanced contact frequency along the diagonal (left)

indicate the presence of small domains of condensed chromatin, whose median length is 185 kb (right). Bottom: peaks in the contact map (left) indicate the

presence of loops (right). These loops tend to lie at domain boundaries and bind CTCF in a convergent orientation.

See also Figure S1, Data S1, I–II, and Tables S1 and S2.
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Figure 2. The Genome Is Partitioned into Contact Domains that Segregate into Nuclear Subcompartments Corresponding to Different

Patterns of Histone Modifications
(A) We annotate thousands of domains across the genome (left, black highlight). To do so, we define an arrowhead matrix A (right) such that Ai,i+d = (M*i,i-d –

M*i,i+d)/(M*i,i-d + M*i,i+d), where M* is the normalized contact matrix. This transformation replaces domains with an arrowhead-shaped motif pointing toward the

domain’s upper-left corner (example in yellow); we identify these arrowheads using dynamic programming. See Experimental Procedures.

(B) Pearson correlation matrices of the histone mark signal between pairs of loci inside and within 100 kb of a domain. Left: H3K36me3; Right: H3K27me3.

(C) Conserved contact domains on chromosome 3 in GM12878 (left) and IMR90 (right). In GM12878, the highlighted domain (gray) is enriched for H3K27me3 and

depleted for H3K36me3. In IMR90, the situation is reversed. Marks at flanking domains are the same in both: the domain to the left is enriched for H3K36me3 and

the domain to the right is enriched for H3K27me3. The flanking domains have long-range contact patterns that differ from one another and are preserved in both

(legend continued on next page)
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an interval exhibit the same genome-wide contact pattern.

Compartment A is highly enriched for open chromatin; compart-

ment B is enriched for closed chromatin (Lieberman-Aiden et al.,

2009; Kalhor et al., 2012; Sexton et al., 2012).

In our new, higher resolution maps (200- to 1,000-fold more

contacts), we observe many small squares of enhanced contact

frequency that tile the diagonal of each contact matrix (Fig-

ure 2A). We used the Arrowhead algorithm (see Experimental

Procedures) to annotate these contact domains genome-wide.

The observed domains ranged in size from40 kb to 3Mb (median

size 185 kb). As with megadomains, there is an abrupt drop in

contact frequency (33%) for pairs of loci on opposite sides of

the domain boundary (Figure S2G). Contact domains are often

preserved across cell types (Figures S3A and S3B).

The presence of smaller domains in Hi-C maps is consistent

with several other recent studies (Dixon et al., 2012; Nora

et al., 2012; Sexton et al., 2012). We explore the relationship be-

tween the domains we annotate and those annotated in prior

studies in the Discussion.

Contact Domains Exhibit Consistent Histone Marks
Whose Changes Are Associated with Changes in
Long-Range Contact Pattern
Loci within a contact domain show correlated histone modi-

fications for eight different factors (H3K36me3, H3K27me3,

H3K4me1, H3K4me2, H3K4me3, H3K9me3, H3K79me2, and

H4K20me1) based on data from the ENCODE project in

GM12878 cells (ENCODE Project Consortium, 2012). By

contrast, loci at comparable distance but residing in different do-

mains showed much less correlation in chromatin state (Figures

2B, S2I, and S2K; Extended Experimental Procedures). Strik-

ingly, changes in a domain’s chromatin state are often accompa-

nied by changes in the long-range contact pattern of domain loci

(i.e., the pattern of contacts between loci in the domain and other

loci genome-wide), indicating that changes in chromatin pattern

are accompanied by shifts in a domain’s nuclear neighborhood

(Figures 2C and S3C–S3E; Extended Experimental Procedures).

This observation is consistent with microscopy studies associ-

ating changes in gene expression with changes in nuclear local-

ization (Finlan et al., 2008).

There Are at Least Six Nuclear Subcompartments with
Distinct Patterns of Histone Modifications
Next, we partitioned loci into categories based on long-range

contact patterns alone, using four independent approaches:

manual annotation and three unsupervised clustering algorithms

(HMM, K-means, Hierarchical). All gave similar results (Fig-

ure S4B; Extended Experimental Procedures). We then investi-

gated the biological meaning of these categories.
cell types. In IMR90, the highlighted domain is marked by H3K36me3 and its lo

GM12878, it is decorated with H3K27me3, and the long-range pattern switches, m

resolution; long-range interaction matrices, 50 kb resolution.

(D) Each of the six long-range contact patterns we observe exhibits a distinct epig

has a visually distinctive contact pattern.

(E) Each example shows part of the long-range contact patterns for several near

(F) A large contiguous region on chromosome 19 contains intervals in subcompa

See also Figures S2, S3, and S4 and Data S1, III–IV.

C

When we analyzed the data at lowmatrix resolution (1 Mb), we

reproduced our earlier finding of two compartments (A and B). At

high resolution (25 kb), we found evidence for at least five ‘‘sub-

compartments’’ defined by their long-range interaction patterns,

both within and between chromosomes. These findings expand

on earlier reports suggesting three compartments in human cells

(Yaffe and Tanay, 2011). We found that the median length of an

interval lying completely within a subcompartment is 300 kb.

Although the subcompartments are defined solely based on their

Hi-C interaction patterns, they exhibit distinct genomic and epi-

genomic content.

Two of the five interaction patterns are correlated with loci in

compartment A (Figure S4E). We label the loci exhibiting these

patterns as belonging to subcompartments A1 and A2. Both

A1 and A2 are gene dense, have highly expressed genes, harbor

activating chromatin marks such as H3K36me3, H3K79me2,

H3K27ac, and H3K4me1 and are depleted at the nuclear lamina

and at nucleolus-associated domains (NADs) (Figures 2D, 2E,

and S4I; Table S3). While both A1 and A2 exhibit early replication

times, A1 finishes replicating at the beginning of S phase,

whereas A2 continues replicating into the middle of S phase.

A2 is more strongly associated with the presence of H3K9me3

than A1, has lower GC content, and contains longer genes

(2.4-fold).

The other three interaction patterns (labeled B1, B2, and B3)

are correlated with loci in compartment B (Figure S4E) and

show very different properties. Subcompartment B1 correlates

positively with H3K27me3 and negatively with H3K36me3, sug-

gestive of facultative heterochromatin (Figures 2D and 2E).

Replication of this subcompartment peaks during the middle of

S phase. Subcompartments B2 and B3 tend to lack all of the

above-noted marks and do not replicate until the end of S phase

(see Figure 2D). Subcompartment B2 includes 62% of pericen-

tromeric heterochromatin (3.8-fold enrichment) and is enriched

at the nuclear lamina (1.8-fold) and at NADs (4.6-fold). Subcom-

partment B3 is enriched at the nuclear lamina (1.6-fold), but

strongly depleted at NADs (76-fold).

Upon closer visual examination, we noticed the presence of a

sixth pattern on chromosome 19 (Figure 2F). Our genome-wide

clustering algorithm missed this pattern because it spans only

11 Mb, or 0.3% of the genome. When we repeated the algorithm

on chromosome 19 alone, the additional pattern was detected.

Because this sixth pattern correlates with the Compartment B

pattern, we labeled it B4. Subcompartment B4 comprises a

handful of regions, each of which contains many KRAB-ZNF su-

perfamily genes. (B4 contains 130 of the 278 KRAB-ZNF genes in

the genome, a 65-fold enrichment). As noted in previous studies

(Vogel et al., 2006; Hahn et al., 2011), these regions exhibit a

highly distinctive chromatin pattern, with strong enrichment for
ng-range contact pattern matches the similarly-marked domain on the left. In

atching the similarly-marked domain to the right. Diagonal submatrices, 10 kb

enetic profile (data sources are listed in Table S3). Each subcompartment also

by genomic intervals lying in different subcompartments.

rtments A1, B1, B2, and B4.

ell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc. 1669



A B

C

D

Figure 3. We Identify Thousands of Chromatin Loops Genome-wide Using a Local Background Model

(A) We identify peaks by detecting pixels that are enrichedwith respect to four local neighborhoods (blowout): horizontal (blue), vertical (green), lower-left (yellow),

and donut (black). These ‘‘peak’’ pixels indicate the presence of a loop and are marked with blue circles (radius = 20 kb) in the lower-left of each heatmap. The

number of raw contacts at each peak is indicated. Left: primary GM12878 map; Right: replicate; annotations are completely independent. All contact matrices in

this and subsequent figures are 10 kb resolution unless noted.

(B) Overlap in peak annotations between replicates.

(C) Top: location of 3D-FISH probes used to verify a peak in the chromosome 17 contact map. Bottom: example cell.

(legend continued on next page)
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both activating chromatin marks, such as H3K36me3, and

heterochromatin-associated marks, such as H3K9me3 and

H4K20me3.

Approximately 10,000 Peaks Mark the Position of
Chromatin Loops
We next sought to identify the positions of chromatin loops by

using an algorithm to search for pairs of loci that show signifi-

cantly closer proximity with one another than with the loci lying

between them (Figure 3A). Such pairs correspond to pixels

with higher contact frequency than typical pixels in their neigh-

borhood. We refer to these pixels as ‘‘peaks’’ in the Hi-C contact

matrix and to the corresponding pair of loci as ‘‘peak loci.’’ Peaks

reflect the presence of chromatin loops, with the peak loci being

the anchor points of the chromatin loop. (Because contact fre-

quencies vary across the genome, we define peak pixels relative

to the local background.We note that some papers [Sanyal et al.,

2012; Jin et al., 2013] have sought to define peaks relative to

a genome-wide average. This choice is problematic because,

for example, many pixels within a domain may be reported as

peaks despite showing no locally distinctive proximity; see

Discussion.)

Our algorithm detected 9,448 peaks in the in situ Hi-C map for

GM12878 at 5 kb matrix resolution. These peaks are associated

with a total of 12,903 distinct peak loci (some peak loci are asso-

ciated with more than one peak). The vast majority of peaks

(98%) reflected loops between loci that are <2 Mb apart.

These findings were reproducible across all of our high-reso-

lution Hi-C maps. Examining the primary and replicate maps

separately, we found 8,054 peaks in the former and 7,484 peaks

in the latter, with 5,403 in both lists (see Figures 3A and 3B; Data

S1, V; Table S4). The differences were almost always the result of

our conservative peak-calling criteria (Extended Experimental

Procedures). We also called peaks using our GM12878 dilution

Hi-C experiment. Because the map is sparser and thus noisier,

we called only 3,073 peaks. Nonetheless, 65% of these peaks

were also present in the list of peaks from our in situ Hi-C data

set, again reflecting high interreplicate reproducibility.

To independently confirm that peak loci are closer than neigh-

boring locus pairs, we performed 3D-FISH (Beliveau et al., 2012)

on four loops (Table S5). In each case, we compared two peak

loci, L1 and L2, with a control locus, L3, that lies an equal

genomic distance away from L2 but on the opposite side (Fig-

ures 3C and S5B). In all cases, the 3D-distance between L1

and L2 was consistently shorter than the 3D-distance between

L2 and L3 (Extended Experimental Procedures).

We also confirmed that our list of peaks was consistent with

previously published Hi-C maps. Although earlier maps con-

tained too few contacts to reliably call individual peaks, we

developed a method called Aggregate Peak Analysis (APA)

that compares the aggregate enrichment of our peak set in these

low-resolutionmaps to the enrichment seenwhen our peak set is

translated in any direction (Experimental Procedures). APA
(D) APA plot shows the aggregate signal from the 9,448 GM12878 loops we report

Hi-Cmap due to Kalhor et al. (2012). Although individual peaks cannot be seen in t

of the APA plot indicates that the aggregate signal from our peak set as a whole

See also Figure S5, Data S1, V. and Data S2,I, and Tables S4, S5, and S6.

C

showed strong consistency between our loop calls and all six

previously published Hi-C experiments in lymphoblastoid cell

lines (Lieberman-Aiden et al., 2009; Kalhor et al., 2012) (Fig-

ure 3D; Data S2, I.E; Table S6).

Finally, we demonstrated that the peaks observed were robust

to particular protocol conditions by performing APA on our

GM12878 dilution Hi-C map and on our 112 supplemental Hi-C

experiments exploring a wide range of protocol variants. Enrich-

ment was seen in every experiment. Notably, these include five

experiments (HIC043-HIC047; Table S1) in which the Hi-C proto-

col was performed without crosslinking, demonstrating that the

peaks observed in our experiments cannot be byproducts of

the formaldehyde-crosslinking procedure.

Conservation of Peaks among Human Cell Lines and
across Evolution
We also identified peaks in the other seven human cell lines

(Table S1). Because these maps contain fewer contacts, sensi-

tivity is reduced, and fewer peaks are observed (ranging from

2,634 to 8,040). APA confirmed that these peak calls were

consistent with the dilution Hi-C maps reported here (in IMR90,

HMEC, HUVEC, and NHEK), as well as with all previously pub-

lished Hi-C maps in these cell types (Lieberman-Aiden et al.,

2009; Dixon et al., 2012; Jin et al., 2013) (Data S2, I.F).

We found that peaks were often conserved across cell types

(Figure 4A): between 55% and 75% of the peaks found in any

given cell type were also found in GM12878 (Figure S5D).

Next, we compared peaks across species. In CH12-LXmouse

B-lymphoblasts, we identified 2,927 high-confidence contact

domains and 3,331 peaks. When we examined orthologous re-

gions in GM12878, we found that 50% of peaks and 45% of do-

mains called in mousewere also called in humans. This suggests

substantial conservation of 3D genome structure across the

mammals (Figures 4B–4E).

Loops Anchored at a Promoter Are Associated with
Enhancers and Increased Gene Activation
Various lines of evidence indicate that many of the observed

loops are associated with gene regulation.

First, our peaks frequently have a known promoter at one peak

locus (as annotated by ENCODE’s ChromHMM) (Hoffman et al.,

2013) and a known enhancer at the other (Figure 5A). For

instance, 2,854 of the 9,448 peaks in our GM12878 map bring

together known promoters and known enhancers (30% versus

7% expected by chance). The peaks include classic promoter-

enhancer loops, such as at MYC (chr8:128.35–128.75 Mb, in

HMEC) and alpha-globin (chr16:0.15–0.22Mb, in K562). Second,

genes whose promoters are associated with a loop are much

more highly expressed than genes whose promoters are not

associated with a loop (6-fold).

Third, the presence of cell type-specific peaks is associated

with changes in expression. When we examined RNA se-

quencing (RNA-seq) data produced by ENCODE, we found
by summing submatrices surrounding each peak in a low-resolution GM12878

he Kalhor et al. (2012) data (that contains 42M contacts), the peak at the center

can be clearly discerned using their data set.
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Figure 4. Loops Are Often Preserved across Cell Types and from Human to Mouse

(A) Examples of peak and domain preservation across cell types. Annotated peaks are circled in blue. All annotations are completely independent.

(B) Of the 3,331 loops we annotate in mouse CH12-LX, 1,649 (50%) are orthologous to loops in human GM12878.

(C–E) Conservation of 3D structure in synteny blocks. The contact matrices in (C) are shown at 25 kb resolution. (D) and (E) are shown at 10 kb resolution.
that the appearance of a loop in a cell type was frequently

accompanied by the activation of a gene whose promoter over-

lapped one of the peak loci. For example, a cell-type-specific

loop is anchored at the promoter of the gene encoding L-selectin

(SELL), which is expressed in GM12878 (where the loop is pre-

sent), but not in IMR90 (where the loop is absent, Figure 5B).

Genome-wide, we observed 557 loops in GM12878 that were

clearly absent in IMR90. The corresponding peak loci overlap-

ped the promoters of 43 genes that were markedly upregulated

(>50-fold) in GM12878, but of only one gene that was markedly

upregulated in IMR90. Conversely, we found 510 loops in

IMR90 that were clearly absent in GM12878. The corresponding

peak loci overlapped the promoters of 94 genes that were mark-

edly upregulated in IMR90, but of only three genes that were
1672 Cell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc.
markedly upregulated in GM12878. When we compared

GM12878 to the five other human cell types for which ENCODE

RNA-seq data were available, the results were very similar

(Figure 5C; Table S7).

Occasionally, gene activation is accompanied by the emer-

gence of a cell-type-specific network of peaks. Figure 5D illus-

trates the case of ADAMTS1, which encodes a protein involved

in fibroblast migration. The gene is expressed in IMR90, where

its promoter is involved in six loops. In GM12878, it is not ex-

pressed, and the promoter is involved in only two loops. Many

of the IMR90 peak loci form transitive peaks with one another

(see discussion of ‘‘transitivity’’ below), suggesting that the

ADAMTS1 promoter and the six distal sites may all be located

at a single spatial hub.
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Figure 5. Loops between Promoters and Enhancers Are Strongly Associated with Gene Activation

(A) Histogram showing loop count at promoters (left); restricted to loops where the distal peak locus contains an enhancer (right).

(B) Left: a loop in GM12878, with one anchor at the SELL promoter and the other at a distal enhancer. The gene is on. Right: the loop is absent in IMR90, where the

gene is off.

(C) Genes whose promoters participate in a loop in GM12878 but not in a second cell type are frequently upregulated in GM12878 and vice versa.

(D) Left: two loops in GM12878 are anchored at the promoter of the inactive ADAMTS1 gene. Right: a series of loops and domains appear, along with transitive

looping. ADAMTS1 is on.

See also Data S1, VI and Table S7.
These observations are consistent with the classic model in

which looping between a promoter and enhancer activates a

target gene (Tolhuis et al., 2002; Amano et al., 2009; Ahmadiyeh

et al., 2010).

Loops Frequently Demarcate the Boundaries of Contact
Domains
A large fraction of peaks (38%) coincidewith the corners of a con-

tact domain—that is, the peak loci are located at domain bound-

aries (Figures 6A and S6). Conversely, a large fraction of domains

(39%) had peaks in their corner. Moreover, the appearance of a

loop is usually (in 65% of cases) associated with the appearance

of a domain demarcated by the loop. Because this configuration

is so common, we use the term ‘‘loop domain’’ to refer to contact

domains whose endpoints form a chromatin loop.

In some cases, adjacent loop domains (bounded by peak loci

L1-L2 and L2-L3, respectively) exhibit transitivity—that is, L1 and
C

L3 also correspond to a peak. This may indicate that the three

loci simultaneously colocate at a single spatial position. Howev-

er, many peaks do not exhibit transitivity, suggesting that the

corresponding loci do not colocate. Figure 6B shows a region

on chromosome 4 exhibiting both configurations.

We also found that overlapping loops are strongly disfavored:

pairs of loops L1-L3 and L2-L4 (where L1, L2, L3 and L4 occur

consecutively in the genome) are found 4-fold less often than

expected under a random model (Extended Experimental

Procedures).

The Vast Majority of Loops Are Associated with Pairs of
CTCF Motifs in a Convergent Orientation
We next wondered whether peaks are associated with specific

proteins. We examined the results of 86 chromatin immuno-

precipitation sequencing (ChIP-seq) experiments performed by

ENCODE in GM12878. We found that the vast majority of peak
ell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc. 1673
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Figure 6. Many Loops Demarcate Contact Domains; The Vast Majority of Loops Are Anchored at a Pair of Convergent CTCF/RAD21/SMC3

Binding Sites

(A) Histograms of corner scores for peak pixels versus random pixels with an identical distance distribution.

(B) Contact matrix for chr4:20.55 Mb–22.55 Mb in GM12878, showing examples of transitive and intransitive looping behavior.

(C) Percent of peak loci bound versus fold enrichment for 76 DNA-binding proteins.

(D) The pairs of CTCF motifs that anchor a loop are nearly all found in the convergent orientation.

(legend continued on next page)
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loci are bound by the insulator protein CTCF (86%) and the co-

hesin subunits RAD21 (86%) and SMC3 (87%) (Figure 6C).

This is consistent with numerous reports, using a variety of

experimental modalities, that suggest a role for CTCF and cohe-

sin in mediating DNA loops (Splinter et al., 2006; Hou et al., 2008;

Phillips and Corces, 2009). Because many of our loops demar-

cate domains, this observation is also consistent with studies

suggesting that CTCF delimits structural and regulatory domains

(Xie et al., 2007; Cuddapah et al., 2009; Dixon et al., 2012).

We found that most peak loci encompass a unique DNA site

containing a CTCF-binding motif, to which all three proteins

(CTCF, SMC3, and RAD21) were bound (5-fold enrichment).

We were thus able to associate most of the peak loci (6,991 of

12,903, or 54%) with a specific CTCF-motif ‘‘anchor.’’

The consensus DNA sequence for CTCF-binding sites is typi-

cally written as 50-CCACNAGGTGGCAG-30. Because the se-

quence is not palindromic, each CTCF motif has an orientation;

we designate the consensus motif above as the ‘‘forward’’ orien-

tation. Thus, a pair of CTCF sites on the same chromosome can

have four possible orientations: (1) same direction on one strand,

(2) same direction on the other strand, (3) convergent on oppo-

site strands, and (4) divergent on opposite strands.

If CTCF sites were randomly oriented, one would expect all

four orientations to occur equally often. But when we examined

the 4,322 peaks in GM12878 where the two corresponding peak

loci each contained a single CTCF-binding motif, we found that

the vast majority (92%) of motif pairs are convergent (Figures 6D

and 6E). Overall, the presence, at pairs of peak loci, of bound

CTCF sites in the convergent orientation was enriched 102-

fold over random expectation (Extended Experimental Proce-

dures). The convergent orientation was overwhelmingly more

frequent than the divergent orientation, despite the fact that

divergent motifs also lie on opposing strands: in GM12878, the

counts were 3,971-78 (51-fold enrichment, convergent versus

divergent); in IMR90, 1,456-5 (291-fold); in HMEC, 968-11 (88-

fold); in K562, 723-2 (362-fold); in HUVEC, 671-4 (168-fold); in

HeLa, 301-3 (100-fold); in NHEK, 556-9 (62-fold); and in CH12-

LX, 625-8 (78-fold). This pattern suggests that a pair of CTCF

sites in the convergent orientation is required for the formation

of a loop.

The observation that looped CTCF sites occur in the conver-

gent orientation also allows us to analyze peak loci containing

multiple CTCF-bound motifs to predict which motif instance

plays a role in a given loop. In this way, we can associate nearly

two-thirds of peak loci (8,175 of 12,903, or 63.4%) with a single

CTCF-binding motif.

The specific orientation of CTCF sites at observed peaks pro-

vides evidence that our peak calls are biologically correct.

Because randomly chosen CTCF pairs would exhibit each of

the four orientations with equal probability, the near-perfect as-
(E) A peak on chromosome 1 and corresponding ChIP-seq tracks. Both peak loci c

anchors exhibit a convergent orientation.

(F) A schematic rendering of a 2.1Mb region on chromosome 20 (48.78–50.88Mb)

region is contained inside a domain (contour lengths are shown to scale). Six of th

sites located at the domain boundaries. The other two domains are not demarcate

that not every CTCF-binding site is shown.

See also Figure S6.

C

sociation between our loop calls and the convergent orientation

could not occur by chance (p < 10�1,900, binomial distribution).

In addition, the presence of CTCF and RAD21 sites at many of

our peaks provides an opportunity to compare our results to

three recent ChIA-PET experiments reported by the ENCODE

Consortium (in GM12878 and K562) in which ligation junctions

bound to CTCF (or RAD21) were isolated and analyzed. We

found strong concordance with our results in all three cases (Li

et al., 2012; Heidari et al., 2014) (Extended Experimental

Procedures).

The CTCF-Binding Exapted SINEB2 Repeat in Mouse
Shows Preferential Orientation with Respect to Loops
In mouse, we found that 7% of peak anchors lie within SINEB2

repeat elements containing a CTCF motif, which has been exap-

ted to be functional. (The spread of CTCF binding via retrotrans-

position of this element, which contains a CTCF motif in its

consensus sequence, has been documented in prior studies

[Bourque et al., 2008; Schmidt et al., 2012].) The CTCF motifs

at peak anchors in SINEB2 elements show the same strong

bias toward convergent orientation seen throughout the genome

(89% are oriented toward the opposing loop anchor versus 94%

genome-wide). The orientation of these CTCF motifs is aligned

with the orientation of the SINEB2 consensus sequence in

97% of cases. This suggests that exaptation of a CTCF in a

SINEB2 element is more likely when the orientation of the in-

serted SINEB2 is compatible with local loop structure.

Diploid Hi-C Maps Reveal Homolog-Specific Features,
Including Imprinting-Specific Loops and Massive
Domains and Loops on the Inactive X Chromosome
Because many of our reads overlap SNPs, it is possible to use

GM12878 phasing data (McKenna et al., 2010; 1000 Genomes

Project Consortium et al., 2012) to assign contacts to specific

chromosomal homologs (Figure 7A; Table S8). Using these as-

signments, we constructed a ‘‘diploid’’ Hi-C map of GM12878

comprising both maternal (238 M contacts) and paternal

(240 M) maps.

For autosomes, the maternal and paternal homologs exhibit

very similar inter- and intrachromosomal contact profiles (Pear-

son’s R > 0.998). One interchromosomal difference was notable:

an elevated contact frequency between the paternal homologs of

chromosome 6 and 11 that is consistent with an unbalanced

translocation fusing chr11q:73.5 Mb and all distal loci (a stretch

of over 60 Mb) to the telomere of chromosome 6p (Figures 7B

and S7B). The signal intensity suggests that the translocation

is present in between 1.2% and 5.6% of our cells (Extended

Experimental Procedures). We tested this prediction by karyo-

typing 100 GM12878 cells using Giemsa staining and found

three abnormal chromosomes, each showing the predicted
ontain a single site bound by CTCF, RAD21, and SMC3. The CTCFmotifs at the

. Eight domains tile the region, ranging in size from 110 kb to 450 kb; 95%of the

e eight domains are demarcated by loops between convergent CTCF-binding

d by loops. Themotif orientation is indicated by the direction of the arrow. Note
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D E

Figure 7. Diploid Hi-C Maps Reveal Super-

domains and Superloops Anchored at

CTCF-Binding TandemRepeats on the Inac-

tive X Chromosome

(A) The frequency of mismatch (maternal-paternal)

in SNP allele assignment versus distance between

two paired read alignments. Intrachromosomal

read pairs are overwhelmingly intramolecular.

(B) Preferential interactions between homologs.

Left/top is maternal; right/bottom is paternal. The

aberrant contact frequency between 6/paternal

and 11/paternal (circle) reveals a translocation.

(C) Top: in our unphased Hi-C map of GM12878,

we observe two loops joining both the promoter of

the maternally-expressedH19 and the promoter of

the paternally-expressed Igf2 to a distal locus,

HIDAD. Using diploid Hi-C maps, we phase these

loops: the HIDAD-H19 loop is present only on the

maternal homolog (left) and the HIDAD-Igf2 loop is

present only on the paternal homolog (right).

(D) The inactive (paternal) copy of chromosome X

(bottom) is partitioned into two massive ‘‘super-

domains’’ not seen in the active (maternal) copy

(top). DXZ4 lies at the boundary. Contact matrices

are shown at 500 kb resolution.

(E) The ‘‘superloop’’ between FIRRE and DXZ4 is

present in the unphased GM12878 map (top), in

the paternal GM12878 map (middle right), and in

the map of the female cell line IMR90 (bottom

right); it is absent from the maternal GM12878map

(middle left) and the map of the male HUVEC cell

line (bottom left). Contact matrices are shown at

50 kb resolution.

See also Figure S7 and Table S8.
translocation, der(6)t(6,11)(pter;q) (Figures S7C–S7F). The Hi-C

data reveal that the translocation involves the paternal homologs,

which cannot be determined with ordinary cytogenetic methods.

We also observed differences in loop structure between homol-

ogous autosomes at some imprinted loci. For instance, the H19/

Igf2 locus on chromosome 11 is a well-characterized case
1676 Cell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc.
of genomic imprinting. In our unphased

maps, we clearly see two loops from a sin-

gledistal locusat1.72Mb (thatbindsCTCF

in the forward orientation) to loci located

near the promoters of both H19 and Igf2

(both of which bind CTCF in the reverse

orientation, i.e., theaboveconsensusmotif

lies on the opposite strand; see Figure 7C).

We refer to this distal locus as theH19/Igf2

Distal Anchor Domain (HIDAD). Our diploid

maps reveal that the loop to theH19 region

is present on the maternal chromosome

(from which H19 is expressed), but the

loop to the Igf2 region is absent or greatly

attenuated. The opposite pattern is found

on the paternal chromosome (from which

Igf2 is expressed).

Pronounced differences were seen on

the diploid intrachromosomal maps of
chromosome X. The paternal X chromosome, which is usually

inactive in GM12878, is partitioned into two massive domains

(0–115 Mb and 115–155.3 Mb). These ‘‘superdomains’’ are not

seen in the active, maternal X (Figure 7D). When we examined

the unphased maps of chromosome X for the karyotypically

normal female cell lines in our study (GM12878, IMR90, HMEC,



NHEK), the superdomains on X were evident, although the signal

was attenuated due to the superposition of signals from active

and inactive X chromosomes. When we examined the male

HUVEC cell line and the haploid KBM7 cell line, we saw no evi-

dence of superdomains (Figure S7G).

Interestingly, the boundary between the superdomains (ChrX:

115Mb ± 500 kb) lies near themacrosatellite repeatDXZ4 (ChrX:

114,867,433–114,919,088) near the middle of Xq. DXZ4 is a

CpG-rich tandem repeat that is conserved across primates

and monkeys and encodes a long noncoding RNA. In males

and on the active X, DXZ4 is heterochromatic, hypermethylated

and does not bindCTCF.On the inactive X,DXZ4 is euchromatic,

hypomethylated, and binds CTCF.DXZ4 has been hypothesized

to play a role in reorganizing chromatin during X inactivation

(Chadwick, 2008).

There were also significant differences in loop structure be-

tween the chromosome X homologs. We observed 27 large

‘‘superloops,’’ each spanning between 7 and 74 Mb, present

only on the inactive X chromosome in the diploidmap (Figure 7E).

The superloops were also seen in all four unphased maps from

karyotypically normal XX cells, but were absent in unphased

maps from X0 and XY cells (Figure S7I). Two of the superloops

(chrX:56.8 Mb-DXZ4 and DXZ4-130.9 Mb) were reported previ-

ously in a locus-specific study (Horakova et al., 2012).

Like the peak loci of most other loops, nearly all the superloop

anchors bind CTCF (23 of 24). The six anchor regions most

frequently associated with superloops are large (up to 200 kb).

Four of these anchor regions contain whole long noncoding

RNA (lncRNA) genes: loc550643, XIST, DXZ4, and FIRRE. Three

(loc550643,DXZ4, and FIRRE) contain CTCF-binding tandem re-

peats that only bind CTCF on the inactive homolog.

DISCUSSION

Using the in situ Hi-C protocol, we probed genomic architecture

with high resolution; in the case of GM12878 lymphoblastoid

cells, better than 1 kb. We observe the presence of contact do-

mains that were too small (median length = 185 kb) to be seen in

previous maps. Loci within a domain interact frequently with one

another, have similar patterns of chromatin modifications, and

exhibit similar long-range contact patterns. Domains tend to

be conserved across cell types and between human and mouse.

When the pattern of chromatin modifications associated with a

domain changes, the domain’s long-range contact pattern also

changes. Domains exhibit at least six distinct patterns of long-

range contacts (subcompartments), which subdivide the two

compartments that we previously reported based on low resolu-

tion data. The subcompartments are each associated with

distinct chromatin patterns. It is possible that the chromatin pat-

terns play a role in bringing about the long-range contact pat-

terns, or vice versa.

Our data also make it possible to create a genome-wide cata-

log of chromatin loops. We identified loops by looking for pairs of

loci that have significantly more contacts with one another than

they do with other nearby loci. In our densest map (GM12878),

we observe 9,448 loops.

The loops reported here have many interesting properties.

Most loops are short (<2 Mb) and strongly conserved across
C

cell types and between human and mouse. Promoter-enhancer

loops are common and associated with gene activation. Loops

tend not to overlap; they often demarcate contact domains,

and may establish them. CTCF and the cohesin subunits

RAD21 and SMC3 associate with loops; each of these proteins

is found at over 86% of loop anchors.

Themost striking property of loops is that the pair of CTCFmo-

tifs present at the loop anchors occurs in a convergent orienta-

tion in >90% of cases (versus 25% expected by chance). The

importance of motif orientation between loci that are separated

by, on average, 360 kb is surprising and must bear on the mech-

anism by which CTCF and cohesin form loops, which seems

likely to involve CTCF dimerization. Experiments in which the

presence or orientation of CTCF sites is altered may enable the

engineering of loops, domains, and other chromatin structures.

It is interesting to compare our results to those seen in previous

reports. The contact domainswe observe are similar in size to the

‘‘physical domains’’ that have been reported in Hi-C maps of

Drosophila (Sexton et al., 2012) and to the ‘‘topologically con-

strained domains’’ (mean length: 220 kb) whose existence was

demonstrated in the 1970s and 1980s in structural studies of hu-

man chromatin (Cook and Brazell, 1975; Vogelstein et al., 1980;

Zehnbauer and Vogelstein, 1985). On the other hand, the do-

mains we observe are much smaller than the TADs (1 Mb) (Dixon

et al., 2012) that have been reported in humans and mice on the

basis of lower-resolution contact maps. This is because detect-

ing TADs involves detection of domain boundaries. With higher

resolution data, it is possible to detect additional boundaries

beyond those seen in previous maps. Interestingly, nearly all

the boundaries we observe are associated with either a subcom-

partment transition (that occur approximately every 300 kb), or a

loop (that occur approximately every 200 kb); and many are

associated with both.

Our annotation identifiesmany fewer loops thanwere reported

in several recent high-throughput studies, despite the fact that

we have more data. The key reason is that we call peaks only

when a pair of loci shows elevated contact frequency relative

to the local background—that is, when the peak pixel is enriched

as compared to other pixels in its neighborhood. In contrast,

prior studies have defined peaks by comparing the contact fre-

quency at a pixel to the genome-wide average (Sanyal et al.,

2012; Jin et al., 2013). This latter definition is problematic

becausemany pixels within a domain can be annotated as peaks

despite showing no local increase in contact frequency. Papers

using the latter definition imply the existence of more than

100,000 loops (1,187 loops were reported in 1% of the genome

[Sanyal et al., 2012]) or even more than 1 million loops (reported

in a genome-wide Hi-C study [Jin et al., 2013]). The vast majority

of the loops annotated by these papers show no enrichment rela-

tive to the local background when examined one-by-one and no

enrichment with respect to any published Hi-C data set when

analyzed using APA (see Extended Experimental Procedures;

Figure S8; Data S2). This suggests that these peak annotations

may correspond to pairs of loci that lie in the same domain or

compartment, but rarely correspond to loops.

We created diploid Hi-C maps by using polymorphisms to

assign contacts to distinct chromosomal homologs. We found

that the inactive X chromosome is partitioned into two large
ell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc. 1677



superdomains whose boundary lies near the locus of the lncRNA

DXZ4. We also detect a network of long-range superloops, the

strongest of which are anchored at locations containing lncRNA

genes (loc550643, XIST, DXZ4, and FIRRE). With the exception

of XIST, all of these lncRNAs contain CTCF-binding tandem re-

peats that bind CTCF only on the inactive X.

In our original report on Hi-C, we observed that Hi-Cmaps can

be used to study physical models of genome folding, and we

proposed a fractal globule model for genome folding at the meg-

abase scale. The kilobase-scale maps reported here allow the

physical properties of genome folding to be probed at much

higher resolution. We will report such studies elsewhere.

Just as loops bring distant DNA loci into close spatial proximity,

we find that they bring disparate aspects of DNA biology—do-

mains, compartments, chromatin marks, and genetic regula-

tion—into close conceptual proximity. As our understanding of

the physical connections between DNA loci continues to

improve, our understanding of the relationships between these

broader phenomena will deepen.

EXPERIMENTAL PROCEDURES

In Situ Hi-C Protocol

All cell lines were cultured following the manufacturer’s recommendations.

Two to five million cells were crosslinked with 1% formaldehyde for 10 min

at room temperature. Nuclei were permeabilized. DNA was digested with

100 units of MboI, and the ends of restriction fragments were labeled using

biotinylated nucleotides and ligated in a small volume. After reversal of cross-

links, ligated DNA was purified and sheared to a length of �400 bp, at which

point ligation junctions were pulled down with streptavidin beads and prepped

for Illumina sequencing. Dilution Hi-C was performed as in Lieberman-Aiden

et al. (2009).

3D-FISH

3D DNA-FISH was performed as in Beliveau et al. (2012) with minor

modifications.

Hi-C Data Pipeline

All sequence data were produced using Illumina paired-end sequencing. We

processed data using a custompipeline that was optimized for parallel compu-

tation on a cluster. The pipeline uses BWA (Li and Durbin, 2010) to map each

read end separately to the b37 or mm9 reference genomes; removes duplicate

and near-duplicate reads; removes reads that map to the same fragment;

and filters the remaining reads based on mapping quality score. Contact

matrices were generated at base pair delimited resolutions of 2.5 Mb, 1 Mb,

500 kb, 250 kb, 100 kb, 50 kb, 25 kb, 10 kb, and 5 kb, as well as fragment-de-

limited resolutions of 500 f, 200 f, 100 f, 50 f, 20 f, 5 f, 2 f, and 1 f. For our largest

maps, we also generated a 1 kb contact matrix. Normalized contact matrices

are produced at all resolutions using Knight and Ruiz (2012).

Annotation of Domains: Arrowhead

To annotate domains, we apply an ‘‘arrowhead’’ transformation, defined as

Ai,i+d = (M*i,i-d – M*i,i+d)/(M*i,i�d + M*i,i+d). M* denotes the normalized contact

matrix (see Figures S2A–S2F). This is equivalent to calculating a matrix equal

to �1*(observed/expected � 1), where the expected model controls for local

background and distance from the diagonal in the simplest possible way:

the ‘‘expected’’ value at i,i + d is simply the mean of the observed values at

i,i � d and i,i + d. Ai,i+d will be strongly positive if locus i � d is inside a domain

and locus i + d is not. If the reverse is true, Ai,i+d will be strongly negative. If the

loci are both inside or both outside a domain, Ai,i+dwill be close to zero. Conse-

quently, if there is a domain at [a,b], we find that A takes on very negative

values inside a triangle whose vertices lie at [a,a], [a,b], and [(a + b)/2,b] and

very positive values inside a triangle whose vertices lie at [(a + b)/2,b], [b,b],

and [b,2b � a]. The size and positioning of these triangles creates the arrow-
1678 Cell 159, 1665–1680, December 18, 2014 ª2014 Elsevier Inc.
head-shaped feature that replaces each domain in M*. A ‘‘corner score’’

matrix, indicating each pixel’s likelihood of lying at the corner of a domain, is

efficiently calculated from the arrowhead matrix using dynamic programming.

Assigning Loci to Subcompartments

To cluster loci based on long-range contact patterns, we constructed a 100 kb

resolution interchromosomal contact matrix such that loci from odd chromo-

somes appeared on the rows, and loci from even chromosomes appeared

on the columns. (Intrachromosomal data and data involving chromosome X

were excluded.) We cluster this matrix using the Python package scikit. For

subcompartment B4, the 100 kb interchromosomal matrix for chromosome

19 was constructed and clustered separately, using the same procedure.

Annotation of Peaks: HiCCUPS

Our peak-calling algorithm examines each pixel in a Hi-C contact matrix and

compares the number of contacts in the pixel to the number of contacts in a

series of regions surrounding the pixel. The algorithm thus identifies ‘‘enriched

pixels’’ M*i,j where the contact frequency is higher than expected and where

this enrichment is not the result of a larger structural feature. For instance,

we rule out the possibility that the enrichment of pixel M*i,j is the result of Li
and Lj lying in the same domain by comparing the pixel’s contact count to

an expected model derived by examining the ‘‘lower-left’’ neighborhood.

(The ‘‘lower-left’’ neighborhood samples pixels Mi0 ,j0 where i % i0 % j0 % j; if a

pixel is in a domain, these pixels will necessarily be in the same domain.) We

require that the pixel being tested contain at least 50%more contacts than ex-

pected based on the lower-left neighborhood and the enrichment be statisti-

cally significant after correcting formultiple hypothesis testing (False Discovery

Rate < 10%). The same criteria are applied to three other neighborhoods. Thus,

to be labeled an enriched pixel, a pixel must be significantly enriched relative to

four neighborhoods: (1) pixels to its lower-left, (2) pixels to its left and right, (3)

pixels above and below, and (4) a donut surrounding the pixel of interest (Fig-

ure 3A). The resulting enriched pixels tend to form contiguous interaction re-

gions comprising 5–20 pixels each. We define the ‘‘peak pixel’’ (or simply the

‘‘peak’’) to be the pixel in an interaction region with the most contacts.

Because of the enormous number of pixels that must be examined, this

calculation requires weeks of central processing unit (CPU) time to execute.

(For instance, at a matrix resolution of 5 kb, the algorithm must be run on

20 billion pixels.) To accelerate it, we created a highly parallelized im-

plementation using general-purpose graphical processing units resulting in a

200-fold speedup.

Aggregate Peak Analysis

We perform APA on 10 kb resolution contact matrices. To measure the aggre-

gate enrichment of a set of putative peaks in a contact matrix, we plot the sum

of a series of submatrices derived from that contact matrix. Each of these sub-

matrices is a 210 kb3 210 kb square centered at a single putative peak in the

upper triangle of the contact matrix. The resulting APA plot displays the total

number of contacts that lie within the entire putative peak set at the center

of the matrix; the entry immediately to the right of center corresponds to the

total number of contacts in the pixel set obtained by shifting the peak set

10 kb to the right; the entry two positions above center corresponds to an up-

ward shift of 20 kb and so on. Focal enrichment across the peak set in aggre-

gate manifests as larger values at the center of the APA plot. The APA plots

shown only include peaks whose loci are at least 300 kb apart.
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RNA has long been at the centre of molecu-
lar biology and was likely the primordial 
molecule of life, encompassing both  
informational and catalytic functions.  
Its informational functions are thought to 
have subsequently devolved to the more 
stable and easily replicable DNA, and its 
catalytic functions to the more chemically 
versatile polypeptides1. The idea that the 
contemporary role of RNA is to function 
as the intermediary between the two had 
its roots in the early 1940s with the entry of 
chemists into the study of biology, notably 
Beadle and Tatum2, whose work under-
pinned the one gene–one enzyme hypothesis 
(FIG. 1 (TIMELINE)). This idea later matured 
into the more familiar one gene–one protein 
concept and became widely accepted despite 
the prescient misgivings of experienced 
geneticists, notably McClintock3. The con-
cept that genes encode only the functional 
components of cells (that is, the ‘enzymes’) 
itself had deeper roots in the mechanical 
zeitgeist of the era, which was decades before 
the widespread understanding of the use of  
digital information for systems control.

Although the one gene–one protein 
hypothesis has long been abandoned owing 
to the discovery of alternative splicing in the 
1970s, the protein-centric view of molecular 
biology has persisted. Such persistence was 
aided by phenotypic and ascertainment bias 
towards protein-coding mutations in genetic 
studies and by the assumption that these 

mutations affected cis-acting regulatory  
protein-binding sites4. However, this view 
was challenged by the discovery of nuclear 
introns and RNA interference (RNAi), as 
well as by the advent of high-throughput 
sequencing, which led to the identification 
of large numbers and different types of large 
and small RNAs, the functions of which are 
still under investigation.

helical structure of DNA in 1953 (REF. 5), 
the following years were preoccupied with 
deciphering the ‘genetic code’ and estab-
lishing the mechanistic pathway between 
genes and proteins: the identification of a 
transitory template (mRNA), an adaptor 
(tRNA) and the ribosome ‘factory’ com-
prised of ribosomal RNAs and proteins for 
translating the code into a polypeptide. In 
1958, Crick published the celebrated cen-
tral dogma to describe the flow of genetic 
information from DNA to RNA to protein, 
which has proved remarkably accurate and 
durable, including the prediction of reverse 
transcription6. Nonetheless, in conceptual 
terms, RNA was tacitly consigned to be 
the template and an infrastructural plat-
form (with regard to rRNAs and tRNAs) 
for protein synthesis or has at least been 
interpreted in this way by most people since 
that time.

In the mid‑1950s, the link was established 
between rRNA (which is highly expressed 
in essentially all cells) and the structures 
termed ribosomes as the platform for 
protein synthesis7. The roles of tRNA and 
mRNA were experimentally confirmed in 
1958 (REF. 8) and 1961 (REF. 9), respectively. 
The latter occurred in the same year that 
Jacob and Monod published their classic 
paper on the lac operon of Escherichia coli10, 
which was the first locus to be characterized 
at the molecular genetic level. These studies 
confirmed that at least some, but presumably 
most, genes encoded proteins and supported 
the emerging idea that gene expression is 
controlled by regulating the transcription  
of the gene, as indicated by the locus  
encoding the lac repressor in the repressor– 
operator model. At the time, Jacob and 
Monod did not know the chemical identity 
of the repressor and speculated in passing 
that it “may be a polyribonucleotide” (that is, 
RNA)10. However, Gilbert later showed that 
the repressor is a polypeptide that allosteri-
cally binds to the lactose substrate, and the 
brief idea faded11.

These studies reinforced and extended 
the concept that proteins are not only 
enzymes but also the primary analogue 
components and control factors that con-
stitute the cellular machinery. This, in turn, 
has led to the prevailing transcription factor 

T I M E L I N E

The rise of regulatory RNA
Kevin V. Morris and John S. Mattick

Abstract | Discoveries over the past decade portend a paradigm shift in molecular 
biology. Evidence suggests that RNA is not only functional as a messenger 
between DNA and protein but also involved in the regulation of genome 
organization and gene expression, which is increasingly elaborate in complex 
organisms. Regulatory RNA seems to operate at many levels; in particular, it plays 
an important part in the epigenetic processes that control differentiation and 
development. These discoveries suggest a central role for RNA in human 
evolution and ontogeny. Here, we review the emergence of the previously 
unsuspected world of regulatory RNA from a historical perspective.

In this Timeline article, we examine the 
history of, and report the shift in thinking 
that is still underway about, the role of  
RNA in cell and developmental biology, 
especially in animals. The emerging evidence 
suggests that there are more genes encod-
ing regulatory RNAs than those encoding 
proteins in the human genome, and that the 
amount and type of gene regulation in com-
plex organisms have been substantially mis-
understood for most of the past 50 years.

Early ideas for the role of RNA
RNA — the central dogma and gene regu-
lation. After the elucidation of the double 

emerging evidence suggests 
… that the amount and 
type of gene regulation in 
complex organisms have been 
substantially misunderstood
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paradigm of gene regulation, including 
the derived assumption that combinatorial 
interactions would provide an enormous 
range of regulatory possibilities12 that are 
more than enough to control human ontog-
eny. However, this assumption has not been 
substantiated theoretically or mechanisti-
cally, and both the observed scaling of regu-
latory genes and the extent of the regulatory 
challenge in programming human devel-
opmental architecture seem to be different 
from these expectations13. In this context, 
it is noteworthy that genome-wide associa-
tion studies have shown that most haplotype 
blocks influencing complex diseases  
are outside the known boundaries of  
protein-coding genes14.

Small nuclear RNAs and small nucleolar 
RNAs. Following the discovery and func-
tional description of tRNAs and rRNAs, 
new classes of common small RNAs in the 
nucleus were identified by biochemical frac-
tionation15. Many of these small RNAs were 
found to be part of ribonucleoprotein (RNP) 
complexes (reviewed in REF. 16). One class — 
the small nuclear RNAs (snRNAs) (FIG. 2)  
— was later found to be a central cofactor  
in RNA splicing17 (see below) and was 
therefore given the newer designation 

as spliceosomal RNAs. The snRNAs U1, 
U2, U4, U5 and U6 participate in various 
RNA–RNA and RNA–protein interactions 
in the assembly and function of canonical 
spliceosomes: U1 and U2 recognize the 5ʹ 
splice site and the branch point, respectively, 
followed by the recruitment of U4, U5 and 
U6, which displace U1 and interact with U2 
(through U6) as well as the 5ʹ and 3ʹ splice 
sites (through U5)18. A set of less abundant 
snRNAs (U11, U12, U4atac and U6atac)  
and U5 are found in a variant ‘minor’  
spliceosome termed U12‑type19.

Other small RNAs were found to be 
localized to the nucleolus and to guide the 
methylation (the box C/D subclass) and pseu-
douridylation (the box H/ACA subclass) of 
rRNAs, tRNAs and snRNAs20–22 (FIG. 2). The 
chemical modifications of rRNAs, tRNAs and 
snRNAs proved to be essential in ribosomal 
and cellular function, particularly  
in tRNA and mRNA maturation, and in  
pre-mRNA splicing (which requires modifi-
cation of the U2 snRNA). Notably, the disrup-
tion of small nucleolar RNAs (snoRNAs) was 
found to cause a loss of processing of the 
5.8S, 18S and 28S (or 25S in plants) rRNAs20. 
Early studies found that some snoRNAs are 
subject to parental imprinting and/or dif-
ferentially expressed (for example, in the 

brain23,24), and that they seem to target a 
wide range of RNAs (including mRNAs25), 
which suggests a regulatory role. Related 
small RNAs have also been identified in 
subnuclear structures called Cajal bodies 
(which process telomerase RNA), and these 
were termed small Cajal body-specific RNAs 
(scaRNAs)26. However, none of these studies 
suggested anything other than that the role 
of RNA was limited to protein synthesis.

The emergence of heterogeneous nuclear 
RNAs. The first hint that RNA may have 
additional roles in complex organisms was 
the discovery of heterogeneous nuclear RNA 
(hnRNA)27 and the observation that the 
complexity of this population, as determined 
by denaturation–renaturation hybridization 
kinetics, was much greater in the nucleus 
than in the cytoplasm. The existence of 
hnRNA and the concomitant discovery  
of the large amount of repetitive sequences 
(that is, different classes of retrotransposon 
sequences with similar composition that 
occupy large portions of plant and animal 
genomes) led Britten and Davidson to spec-
ulate in 1969 that animal cells contain exten-
sive RNA-based regulatory networks28–30. 
Although this hypothesis attracted a great 
deal of interest at the time, it also quickly 

Timeline | The rise of regulatory RNA

1941        1953        1958        1961        1966        1969        1972        1977        1982        1989        1990        1992        1993        1994        1998        1999

Double helical 
structure of DNA 
described347

One gene– 
one enzyme 
hypothesis 
proposed2

Crick proposes 
the central 
dogma6

hnRNAs 
discovered27

mRNA confirmed as 
intermediate between 
protein and DNA9

AGO, Argonaute; AIR, also known as AIRN (antisense of IGF2R non-protein coding RNA); CRISPR, clustered regularly interspaced short palindromic repeat; DNMT3A, 
DNA (cytosine-5)-methyltransferase 3A; ENCODE, Encyclopedia of DNA Elements; EZH2, enhancer of Zeste 2; H19, H19 imprinted maternally expressed transcript; 
HDAC1, histone deacetylase 1; hnRNA, heterogeneous nuclear RNA; HOTAIR, HOX transcript antisense RNA; lncRNA, long non-coding RNA; miRNA, microRNA; 
ncRNA, non-coding RNA; piRNA, PIWI-interacting RNA; PRC2, Polycomb repressive complex 2; PTGS, post-transcriptional gene silencing; RNAi, RNA interference; 
TGS, transcriptional gene silencing; tiRNA, transcription initiation RNA; XIST, X inactive specific transcript.

Jacob and Monod 
speculate that the lac 
repressor is an RNA10

Model proposed 
for RNA acting 
as intermediate 
in gene 
regulation28

Intronic ncRNA 
elements 
defined34,35

Chromosomal 
RNAs (that is, 
hnRNAs) shown 
to be functional 
without making 
protein348

(1982–1983) 
Self-splicing 
catalytic RNAs 
discovered40,41

Transgene 
silencing 
observed in 
plants71,72

XIST ncRNA 
discovered250,251

RNAi described 
in plants69 and 
animals350

Transgene silencing 
linked to antisense RNA73

RNA-directed DNA 
methylation 
observed in plants74

Regulatory RNAs 
proposed to be central 
to animal evolution 
and development152

H19 ncRNA discovered349

TSIX (antisense 
transcript  
to XIST) 
described253

Small RNA found 
to be required 
for PTGS in 
plants351

lin-4 miRNA 
discovered46
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lapsed. Its proponents did not revisit the 
hypothesis even after the subsequent dis-
covery of introns (see below) and instead 
focused on regulatory networks controlled 
by transcription factors31,32 or on the impor-
tance of transposons in protein evolution33.

The discovery of introns. The discovery of 
introns in 1977 (REFS 34,35) was perhaps the 
biggest surprise in the history of molecu-
lar biology36 (FIG. 1 (TIMELINE)), as no one 
expected that the genes of higher organisms 
would be mosaics of coding and non-coding 
sequences, all of which are transcribed. 
However, the prevailing concept of the flow 
of genetic information was not overly dis-
turbed, as the removal of the intervening 
sequences (that is, introns) and the recon-
struction of a mature mRNA by splicing 
preserved the conceptual status quo; that 
is, genes still made proteins. In parallel, it 
was assumed that the excised intronic RNAs 
were simply degraded, although the technol-
ogy of the time was too primitive to confirm 
this. In any case, introns were immediately 
and universally dismissed as genomic  
debris, and their presence was rationalized 
as evolutionary remnants involved in the 
prebiotic modular assembly of protein-
coding RNAs that have remained (and been 

expanded by transposition) in complex 
organisms37. This notion was consistent, at 
least superficially, with the implication of the 
C‑value enigma that eukaryotes contained 
varying amounts of DNA ‘baggage’. It is also 
in agreement with the accompanying con-
clusion that retrotransposon sequences are 
mainly ‘selfish’, parasitic DNA38,39.

RNA as a catalyst. A few years later, Cech, 
Altman and colleagues demonstrated that 
RNA itself was capable of enzymatic cataly-
sis (that is, they are ribozymes)40,41, which 
provided evidence in support of the RNA 
early hypothesis. They also showed that 
RNA catalysis exists and has persisted in 
particular contexts, notably at the core of 
RNA splicing42 and mRNA translation43. 
This finding reinforced both the mechanical 
concept of molecular biology and the role 
of RNA as the platform for protein synthe-
sis, but did not give any hint of RNA as a 
widespread regulatory factor, although that 
possibility is perfectly feasible. Indeed, there 
is increasing evidence that catalytic RNA 
exists in animal and plant cells, in introns, 
untranslated regions (UTRs) and elsewhere, 
and that these RNAs may have various roles, 
for example, in the regulation of post- 
transcriptional cleavage reactions44,45.

The small RNA revolution
The discovery of microRNAs. In 1993, 
Ambros and colleagues showed the first evi-
dence for small (~22‑nucleotide) regulatory 
RNAs with the discovery of the genetic loci 
lin‑4 and let‑7, which regulate the timing of 
Caenorhabditis elegans development46,47  
(FIG. 1 (TIMELINE)). Although let‑7 is highly 
conserved from nematodes to humans48, 
very few microRNAs (miRNAs) were  
discovered genetically49,50, and these RNAs 
remained interesting idiosyncrasies until 
the discovery of RNAi (see below). This dis-
covery led to the targeted cloning after size 
selection of many more miRNAs51–53 and 
the demonstration that these miRNAs act, 
at least partly, by imperfect base-pairing — 
typically with the 3ʹUTRs of target mRNAs 
— to inhibit their translation and to  
accelerate their degradation54.

Current databases list large numbers 
of evolutionarily widespread miRNAs55, 
almost all of which had evaded prior detec-
tion by genetic screens but many were 
subsequently validated by reverse genetics. 
Although many miRNAs can be identi-
fied by conservation, it is also evident that 
many are tissue and lineage specific56,57, 
and that there may be many more to be 
discovered.

Timeline | The rise of regulatory RNA

2000          2001          2002          2003          2004          2005          2006          2007          2008          2009          2010          2012          2013

let-7 miRNA 
discovered47

Dicer described  
in RNAi77

RNAi-mediated PTGS 
found to be functional 
in human cells352

Regulatory RNA networks 
proposed to control 
epigenetic processes234,353

AIR antisense 
RNA found to 
be involved in 
imprinting256

Large numbers of 
ncRNAs first reported 
in animals153–155

Drosha 
described  
in miRNA 
processing76

AGO2 found to 
direct catalysis in 
RNAi in mammals354

Small RNAs shown  
to epigenetically 
control transcription 
in human cells88

piRNAs described100

Large numbers of 
lncRNAs confirmed 
in mammals156,158,159

~70% of sense transcripts found to 
have antisense counterparts, some 
of which show function159

Discovery of the CRISPR system of 
bacterial RNA-based defence134–136

ncRNAs found to be 
involved in trithorax 
regulation273

AGO1 and AGO2 
found to be 
involved in RNA- 
directed TGS in 
human cells86,87

Antisense RNA-mediated TGS shown to 
require DNMT3A, EZH2 and HDAC1 (REF. 344)

HOTAIR shown  
to have a role in 
development 
and associate 
with Polycomb 
group proteins194

Hundreds of lncRNAs 
shown to have specific 
expression in the brain198

Long antisense RNAs found 
to epigenetically regulate 
their sense counterparts245,246

lncRNAs shown to interact 
with trithorax and activated 
chromatin207 Pseudogene- 

encoded 
lncRNAs found 
to regulate 
protein-coding 
genes166,327,328

ENCODE 
reports that 
~80% of the 
genome is 
transcribing 
ncRNAs162

Enhancer 
RNAs shown  
in oestrogen-
dependent 
transcriptional 
activation345

PRC2 found to 
interact with a large 
number of lncRNAs179

tiRNAs reported at 
transcription start 
sites in mammals121

Long antisense RNAs 
shown to direct 
vernalization in plants258
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There is also evidence that many, if not 
most, protein-coding transcripts are targets 
for miRNA regulation58,59. In some  
cases, miRNAs can regulate large numbers 
of target mRNAs60 and, reciprocally, many 
mRNAs contain target sites for a large 
number of miRNAs61, although the implied 
regulatory logic of this complex multiplex 
arrangement has not been explained. The 
targets of miRNAs are usually thought to be 
mRNAs but may also include other types 
of RNAs62. Biologically, miRNAs have been 
shown to regulate many physiological, devel-
opmental and disease processes, including 
pluripotency63, epithelial–mesenchymal 
transition and metastasis64, testis differentia-
tion65, diabetes66, and neural plasticity and 
memory67, among others68.

The RNA interference pathway. miRNAs 
are only one aspect of the phenomenon of 
RNAi, which silences gene expression after 
the introduction of sense–antisense RNA 
pairs. This process was discovered in 1998 
in plants69 and C. elegans70 (FIG. 1 (TIMELINE)). 
These discoveries were presaged by the 
curious phenomenon of transgene silenc-
ing, which is mainly found in plants71,72 and 
linked to both antisense RNA and small 
RNA-directed DNA methylation, thus indicat-
ing transcriptional and post-transcriptional 
silencing73,74. Mechanistic analyses of  
these silencing mechanisms showed that 
exogenous double-stranded RNA (dsRNA) 
is processed into short fragments (known 
as small interfering RNAs (siRNAs)) with 
similar sizes to miRNAs, which implies 
that miRNAs may represent a similar 
endogenous system.

This hypothesis was confirmed and led to 
the elucidation of natural dsRNA precursors 
in stem–loop structures75, as well as the iden-
tification of key genes and enzymes involved 
in their biogenesis and function, notably 
Drosha76, Dicer77 and several Argonaute 
(AGO) proteins78. AGO proteins were already 
known to have central roles in differentiation 
and development79 but are now known to also 
be involved in defence against RNA viruses 
in many organisms80. Drosha and exportin 5 
are involved in the cleavage and export of 
dsRNA precursors from the nucleus to the 
cytoplasm76, where they are further pro-
cessed by Dicer to small (21–24‑nucleotide) 
dsRNA moieties. One strand of the dsRNA is 
loaded into the AGO component of the RNA-
induced silencing complex (RISC), which 
also comprises other proteins77. The RISC is 
guided by the small RNA strand to comple-
mentary RNA targets, which are subsequently 
silenced by translational repression and/or 
RNA destabilization81,82 (FIG. 3).

Although still under discussion, the cur-
rent view is that siRNAs (and short hairpin 
RNAs (shRNAs)) — which seem to natu-
rally occur more commonly in plants — act 
primarily by perfect base-pairing and by 
AGO-mediated cleavage of complementary 
target RNAs; hence, they are used widely as 
experimental tools and potential therapeutic 
agents83. By contrast, miRNAs have incom-
plete homology with their target sequences 
and act primarily at the translational  
level81,82 (FIG. 3).

Both miRNAs and siRNAs are thought to 
act post-transcriptionally in the cytoplasm, 
but the existence of AGO in the nucleus84–87 
and the role of the RNAi pathway in 

epigenetic modulation88 suggest that the sys-
tem is more complex and multifaceted than 
expected. For example, it has been shown 
that miRNA isoforms are developmentally 
regulated89, that the target ‘seed’ sequence is 
only one factor in target recognition90,91 and 
that miRNAs can also impose transcriptional 
gene silencing92 (FIG. 3). There is also grow-
ing evidence of intersecting pathways, such 
as RNA editing and modification, in these 
networks93–96.

PIWI-associated small RNAs. Although 
most AGO proteins are expressed ubiqui-
tously and associate with both miRNAs and 
siRNAs, there is a subclade of AGO proteins 
termed PIWI that are required for germ 
cell development97–100. PIWI and PIWI-like 
proteins associate with a distinctive class 
of small (26–30‑nucleotide) RNAs termed 
PIWI-interacting RNAs (piRNAs), which 
epigenetically and post-transcriptionally 
silence transposons in germ cells101–110. PIWI 
is found predominantly in the nucleus111, 
colocalizes in an RNA-dependent manner 
with Polycomb group proteins112 and seems 
to be expressed in other tissues (includ-
ing the brain113), which suggests a role 
beyond genome protection in epigenetic 
processes114,115.

Other classes of small RNAs in eukaryotes. 
The molecular genetics, biochemistry and 
structural biology of the RNAi system are 
still being unravelled but indicate an ancient, 
widespread and multilaterally adapted sys-
tem that controls many cellular processes, the 
dimensions of which are still being explored. 
These include potentially lineage-specific 
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variations such as the 21U RNAs in  
C. elegans116. Surprisingly, it seems that all 
snoRNAs from fission yeast to humans 
produce at least three different subclasses of 
small RNAs117, one of which has the same size 
and functions as miRNAs118, and another that 
is similar in size to piRNAs117. There are also 
intriguing and recurring reports of tRNA 
fragments that are produced in tissue-specific 
patterns119 and that are associated with AGO 
proteins120.

More recently, deep sequencing of small 
RNA populations has revealed the exist-
ence of two other classes of small RNAs 
in animals but not in plants, which are 
17–18 nucleotides in length and associated 
with transcription initiation121 and splice 
sites122 (termed transcription initiation RNAs 

(tiRNAs) and splice site RNAs (spliRNAs), 
respectively) (FIG. 3). The origin and func-
tion of these RNAs are uncertain, but pre-
liminary evidence suggests that they play 
a part in nucleosome positioning123 and/or 
in other levels of chromatin organization124. 
There are also other reports of less distinct 
classes of promoter-associated RNAs called 
promoter-associated short RNAs (PASRs)125, 
transcription start site-associated RNAs 
(TSSa-RNAs)126 and promoter upstream 
transcripts (PROMPTS)127, some of  
which may have a role in RNA-directed  
transcriptional gene silencing128.

Regulatory RNAs in bacteria and 
archaea. Many small regulatory RNAs 
have been identified in bacteria, in which 

they regulate a wide variety of adaptive 
responses. Bacterial small regulatory RNAs 
generally function by simple antisense 
mechanisms to regulate translation or 
stability of target mRNAs through alter-
ing their secondary structure to expose 
or sequester cis-acting sites129,130. Studies 
in bacteria have also identified cis-acting 
regulatory RNA sequences known as 
riboswitches, which act allosterically 
by binding metabolites to regulate gene 
expression131,132 and almost certainly exist 
as part of the RNA regulatory landscape in 
all kingdoms of life.

Very recently, the bacterial and archaeal 
kingdoms have once again surprised us 
with the sophistication of their molecu-
lar machinery. Many bacterial and most 
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Figure 3 | Functional pathways of small regulatory RNAs.  MicroRNA 
(miRNA) precursors (that is, pri-miRNAs) are expressed as stem–loop 
structures75, which interact with Drosha76 and DGCR8 (also known as 
Pasha) (step 1). They are then processed into pre-miRNAs and exported 
from the nucleus by exportin 5 (step 2). These transcripts are further 
processed by Dicer to small (21–23-nucleotide) double-stranded RNAs, 
one strand of which is loaded into the Argonaute (AGO) component of 
the RNA-induced silencing complex (RISC) (step 3). Exogenously intro-
duced small interfering RNAs (siRNAs) can also be processed by RISC. 
The endogenous miRNA or siRNA, or exogenously added siRNA, can 
then target the repression of translation (step 4) and/or cleavage of 
homology-containing transcripts81,82 (step 5). Some small RNAs are 

functional in the nucleus. Exogenously introduced small antisense RNAs 
(asRNAs) can induce epigenetic silencing of targeted loci88,342,343 — a 
pathway that miRNAs may also use in the nucleus92 (step 6). Transcription 
initiation RNAs (tiRNAs) and splice site RNAs (spliRNAs)121,122 are 
expressed through an unknown pathway that may involve RNA polymer-
ase II (Pol II) backtracking and TFIIS cleavage123 (not shown); tiRNAs and 
spliRNAs are shown to modulate CCCTC-binding factor (CTCF) chroma-
tin localization and to be associated with nucleosome positioning124 
(step 7). DNMT3A, DNA (cytosine‑5)-methyltransferase 3A; EZH2, 
enhancer of Zeste 2; H3K9ac, histone H3 lysine 9 acetylation; HDAC1, 
histone deacetylase 1; TARBP2, RISC-loading complex subunit TARBP2 
(also known as TRBP).
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archaeal genomes have loci comprised of 
regularly spaced repeats that are inter-
spersed by other virus-derived DNA 
sequences133–136 (termed clustered regularly 
interspaced short palindromic repeats 
(CRISPRs)). These loci act as an innate 
immune system by incorporating frag-
ments of viral DNA between the repeats, 
which are then transcribed and processed 
to produce small guide RNAs that are 
linked to their effector complexes through 
the repeat sequence and that target and 
destroy viral DNA137–140 or RNA141. This 
system has recently been adapted for RNA 
programmable sequence-specific genome 
manipulation in eukaryotes (including 
mammals142–145) with extraordinary versatil-
ity, including targeted gene excision and 
fusion, as well as engineered CRISPRs that 
can recruit silencing and activating proteins 
to target loci146–150. Moreover, the biologi-
cal ‘arms race’ continues, as bacteriophages 
encode their own CRISPR system to evade 
host innate immunity151.

Long non-coding RNAs
The eukaryotic transcriptome. Noting that 
the density and size of introns (and, as it 
turned out later, intergenic sequences) 
increased with developmental complex-
ity, Mattick posited in 1994 that introns 
had evolved to express an expanding 
range of trans-acting regulatory RNAs 
(FIG. 1 (TIMELINE)). He postulated that some 
genes subsequently evolved to express 
only intronic or exonic regulatory RNAs, 
and that this RNA-based regulatory sys-
tem was the essential prerequisite for the 
emergence of developmentally complex 
organisms152. Subsequently, the applica-
tion of genome tiling array technology and 
deep sequencing to the characterization 
of the transcriptome showed that tens of 
thousands of loci in mammals express long 
transcripts that do not encode proteins, 
which are located intergenic, intronic and 
antisense to protein-coding genes. The 
initial findings153–155 were confirmed in 
2005 (REFS 156–159) and extended by the 
Encyclopedia of DNA Elements (ENCODE) 
project160–162, all of which showed that the 
vast majority (at least 80%) of the human 
and mouse genomes are differentially tran-
scribed in one context or another; other 
studies also reported similar findings in all 
organisms examined. Indeed, it seems that 
most intergenic and, by definition, intronic 
sequences are differentially transcribed, 
and that the extent of the transcriptome 
therefore expands with developmental 
complexity163.

Using more focused deep sequencing 
methodologies, it has become evident that 
the full range of the protein-coding and 
non-protein-coding transcriptome is still 
vastly under-sampled164. In addition, many 
transcripts are not polyadenylated and rep-
resent a largely different sequence class156,165, 
some of which seem to be relevant to devel-
opment (for example, the POU5F1 (also 
known as OCT4) transcript166,167). Moreover, 
95% of human transcription initiation sites 
are not associated with mRNA transcrip-
tion but rather mainly with transcription 
of non-polyadenylated non-coding RNAs 
(ncRNAs)168. These non-polyadenylated 
transcripts are so far mostly uncharacter-
ized because of the historical use of poly(A) 
tails to remove the overwhelming rRNA 
contamination in RNA preparations. This 
issue is being alleviated by more sophisti-
cated approaches such as cap trapping169, 
oligonucleotide subtraction170 and array 
capture164,171.

Defining long non-coding RNAs. Long  
ncRNAs (lncRNAs) are operationally 
defined as non-protein-coding RNAs that 
are >200 nucleotides in length, which corre-
sponds to a convenient cutoff in biochemi-
cal fractionation and excludes all known 
classes of small RNAs172. Transcripts are 
classified as non-coding if they lack long 
open reading frames (traditionally >100 
codons) and/or do not show codon con-
servation, although there was considerable 
uncertainty, as genomic and transcriptomic 
data were initially limited for comparison. 
However, recent analyses provide strong 
evidence that most annotated lncRNAs do 
not encode proteins; nonetheless, some 
specify small proteins that had not been 
identified previously using bioinformatic 
approaches173–175.

These ncRNAs can be parsed into 
intronic, antisense or intergenic (that is, 
large intergenic non-coding RNA  
(lincRNA)) subsets in experimental studies  
and databases159,176,177, partly because of  
mechanistic expectations178 and because  
of a desire to reduce ambiguity and overlap 
with protein-coding loci in functional analy-
ses179–181. However, there is no evidence of 
any intrinsic difference between RNAs that 
are intronic, intergenic or antisense, or  
that overlap with protein-coding transcripts 
(FIG. 2), for example, in their interaction  
with chromatin-activating or chromatin- 
repressive complexes (see below). 
Nonetheless, ncRNA subclasses will inevita-
bly exist and be defined, some of which may 
be biased in relation to genomic origin.

Long non-coding RNAs: transcriptional 
noise or functional? The unexpected dis-
covery of large numbers of non-coding 
transcripts in eukaryotes, some of which 
span tens or hundreds of kilobases182, led 
to debates about their functionality183,184. In 
particular, as many lncRNAs were shown 
to have fairly low evolutionary conserva-
tion and low levels of expression, some have 
posited that they represent transcriptional 
noise and/or redundant transcripts with 
no biological importance. This hypoth-
esis remains, at least partly, a possibility. 
Nevertheless, lncRNAs show a wide range of 
evolutionary conservation, from ultracon-
served ones185 to primate-specific ones186–188, 
which can be explained as the result of 
different structure–function constraints 
and lineage-specific adaptive radiation189. 
Indeed, there is now considerable evidence 
that lack of primary sequence conservation 
in lncRNAs does not indicate lack of func-
tion190,191, and many lncRNAs show evidence 
of structural conservation192,193.

Loci that express lncRNAs show all of 
the hallmarks of bona fide genes4, includ-
ing conservation of promoters169, indicative 
chromatin structure194, and regulation by 
conventional morphogens and transcription 
factors195. Moreover, lncRNAs were found to 
have a similar range of cellular half-lives as 
mRNAs196 and to be differentially expressed 
in a tissue-specific manner158,197, especially in 
the brain198. The study in the brain showed 
that, although the expression levels of many 
lncRNAs seem to be lower than those of 
mRNAs in whole tissues, lncRNAs are 
highly expressed and easily detectable in 
particular cell types198. In addition, lncRNAs 
were found to have, on average, higher cell 
specificity than proteins165,199; this is consist-
ent with their proposed role in architectural 
(as opposed to ‘cell-type’) regulation, in 
which each cell has a unique positional 
identity in precisely sculpted organs, bones 
and muscles200.

Many lncRNAs are alternatively 
spliced201, which is further evidence of the 
precision of their expression and is hard to 
reconcile with the suggestion that they are 
simply transcriptional noise. It should also 
be noted that some functionally validated 
lncRNAs can have isoforms that encode 
proteins202 and that, reciprocally, some (per-
haps many) mRNAs have intrinsic functions 
as trans-acting regulatory RNAs203–205. In 
some contexts, 3ʹUTRs can be separately 
expressed and convey genetic functions in 
trans204, and both lncRNAs and mRNAs 
may be further processed to produce  
subsidiary species206.
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lncRNAs have been shown to be dynami-
cally expressed in a range of differentiating 
systems, including embryonic stem cells207, 
muscles208, T cells209, breast tissues210,211, the 
erythroid system211 and neurons212–214, as well 
as in cancer and other diseases210,215–222.  
Such dynamic expression of lncRNAs is  
at least partly controlled by conventional 
transcription factors195,213.

Emerging roles of non-coding RNAs
The validation of ncRNA functions has so 
far mainly relied on knockdown of candidate 
ncRNAs. Knockdown of ncRNA expression 
has proved to be surprisingly easy using 
chemically engineered antisense oligonucle-
otides, or using siRNA- or shRNA-mediated 
approaches, frequently resulting in phe-
notypic changes in cultured cells, in which 
most studies have been carried out. 

Development and differentiation. Many 
small ncRNAs63–65 and most functionally 
analysed lncRNAs223 seem to have a role 
in the regulation of differentiation and 
development. On the basis of studies in cell 
culture, these include the regulation of apo-
ptosis and metastatic processes211,218,220,221,224, 
retinal and erythroid development211,225, 
breast development210,226 and epidermal 
differentiation227, among many others. 
Antisense knockdown of some lncRNAs 
in zebrafish and deletion of sequences that 
specify lncRNAs in mice have resulted in 
visible developmental defects181,191,228,229. 
However, knockouts of the widely expressed 
nuclear paraspeckle assembly transcript 1  
(Neat1)230 or of some of the most highly 
conserved sequences in the mammalian 
genome231 have not shown any detrimental 
effect on development. These results suggest 
that more sophisticated phenotypic screens 
are required to delineate functions, espe-
cially cognitive ones, because most mamma-
lian lncRNAs are expressed in the brain198 
and many are specific to mammals or 
primates188,232. A good example is brain cyto-
plasmic RNA 1 (BC1) — a retrotransposon-
derived lncRNA that is widely expressed in 
the brain — the knockout of which causes 
no visible anatomical abnormality but leads 
to behavioural changes that would be lethal 
in the wild233.

Epigenetic roles. Consistent with their roles 
in differentiation and development, a range 
of genetic and biochemical evidence sug-
gests that a major function of many small 
RNAs and lncRNAs is the regulation of epi-
genetic processes234,235, probably by guiding 
chromatin-modifying enzymes to their sites 

of action and/or by acting as scaffolds for 
chromosomal organization179,235–238 (FIG. 4).

RNAs were shown to induce transcrip-
tional gene silencing first in plants74,239, 
then in fungi240 and human cells88, and both 
small RNAs and the RNAi machinery were 
implicated in the underlying epigenetic 
processes240–242. These studies were consist-
ent with the observations that small RNAs 
interact with Polycomb group proteins243 
and that AGO proteins are found in the 
nucleus86,87 (FIG. 3). In parallel, dating back to 
1990, antisense RNAs were shown to affect 
gene expression, again initially in plants73 
and later in animals159,166,244–246. Similar to 
small ncRNAs247, some lncRNAs have been 
shown to control alternative splicing248,249. 
Other naturally occurring lncRNAs were 
shown to control epigenetic processes in vivo, 
notably in X chromosome dosage compensa-
tion250–254 and parental imprinting in mam-
mals255–257, and vernalization in plants258. 
Subsequent studies showed that intergenic 
and antisense RNAs bind to Polycomb 
repressive complexes (PRCs)194,259–261, to 
trithorax chromatin-activating complexes and 
activated forms of histones207, and to DNA 

methyltransferases201,262,263. These observations 
were writ large in 2009 when it was shown 
that ~20% of ~3,300 lncRNAs examined 
were bound by PRC2 and that others were 
bound by different chromatin-modifying 
complexes. siRNA-mediated knockdown of 
PRC2‑associated lncRNAs was found to result 
in gene expression changes, and the upregu-
lated genes were enriched for those normally 
silenced by PRC2 (REF. 179). Polycomb group 
proteins were also discovered to bind to RNA 
with high affinity but low specificity264, which 
is consistent with the idea that many RNAs 
interact with these proteins.

One of the notable lncRNAs to emerge — 
HOX transcript antisense RNA (HOTAIR) 
— is derived from the HOXC locus and 
regulates HOXD in trans194. It is involved in 
cancer metastasis220 and, when inactivated, 
results in homeotic transformation in vivo229. 
lncRNAs have also been shown to act as 
scaffolds for the assembly of histone modi-
fication complexes265, and the widespread 
alternative splicing of these RNAs suggests 
that the cargo and/or target specificity 
can be varied in a context-dependent and 
differentiation-specific manner.

Glossary

Antisense RNA
A single-stranded RNA that is complementary to  
an mRNA or a gene.

Encyclopedia of DNA Elements
(ENCODE). An international consortium involved in 
building a comprehensive list of functional elements  
in the human genome.

Heterogeneous nuclear RNA
(hnRNA). A type of RNA that is similar to mRNA or 
pre-mRNA but that is retained predominantly in the nucleus.

Introns
A term first coined by Gilbert to describe the RNA regions 
that are removed, by being spliced out, to produce mRNAs.

PIWI-interacting RNAs
(piRNAs). Small RNAs that are associated with the  
PIWI protein complex and that emanated from 
transposon-like elements

RNA CaptureSeq
A method that combines the ability to capture RNA (that 
is, to isolate and enrich for certain types of RNA) with deep 
sequencing technology to mine the human transcriptome.

RNA-directed DNA methylation
An epigenetic process whereby processed double-stranded 
small (21–24‑nucleotide) RNAs guide the methylation of 
homologous DNA loci.

Small interfering RNAs
(siRNAs). Small interfering, double-stranded RNAs that  
can be used to suppress homology-containing transcripts 
in a transcriptional and post-transcriptional manner.

Splice site RNAs
(spliRNAs). Small RNAs that are derived from  
the 3ʹ ends of exons adjacent to splice sites and  
that are similar to transcription initiation  
RNAs (tiRNAs). 

Transcriptional gene silencing
The regulation of a gene at the transcriptional level,  
in contrast to post-transcriptional gene silencing, in  
which silencing of gene expression occurs at the  
mRNA or translational level, after transcription has 
occurred.

Transcription initiation RNAs
(tiRNAs). Small RNAs associated with promoters with  
peak density at ~15–35 nucleotides downstream of 
transcription start sites.

Transinduction
A genetic phenomenon whereby mRNA transcription 
induces transcription of nearby enhancers and intergenic 
non-coding RNAs.

Transposons
Mobile genetic elements with evolutionary links to 
retroviruses.

Transvection
A genetic phenomenon whereby non-coding regions  
can induce transcription of coding regions on other 
chromosomes.

Untranslated regions
(UTRs). Sequences either side of a coding sequence on  
a strand of mRNA; these can be 5ʹ leader sequences  
or 3ʹ trailer sequences.

P E R S P E C T I V E S

NATURE REVIEWS | GENETICS	  VOLUME 15 | JUNE 2014 | 429

© 2014 Macmillan Publishers Limited. All rights reserved



Nature Reviews | Genetics

5′

3′

Pol II

5′

Ba

B  Nuclear functional lncRNAs

A  Transcription of lncRNAs

C  Nuclear and cytoplasmic functional lncRNAs

Bb Bc Bd

5′

5′

5′

5′

3′

3′

3′

3′

3′

3′

3′

Pol II
EZH2

EZH2

FXR2

PUF60

hnRNPK

FXR1

RISC RISC
RISC

5′

3′

Pol II

H3K9ac
H3K27ac
H3K9me2
H3K27me3
CpG

DNMT3A

Epigenetically silenced

Epigenetically modulated

lncRNA as protein decoy

Enhancer tethering

5′

DNMT3A

LSD1 REST

CDYL

coREST

Unknown

PRC2

PRC2

REST
EHMT2

EHMT2

LSD1
CDYL

3′

5′

Unknown

3′

5′

Unknown

3′

5′

DNMT1

lncRNA

lncRNA

lncRNA
mRNA mRNA

lncRNA

QKI
SRSF1

5′

3′

Pol II

Ca  lncRNA as miRNA decoy Cb  lncRNA as translational regulator Cc  lncRNA as splicing regulator

coREST

P E R S P E C T I V E S

430 | JUNE 2014 | VOLUME 15	  www.nature.com/reviews/genetics

© 2014 Macmillan Publishers Limited. All rights reserved



to, the cytoplasm, which indicates roles 
in other cellular processes (BOX 1), includ-
ing the regulation of protein localiza-
tion281, mRNA translation282 and mRNA 
stability283.

RNA modification, evolution and inher-
itance. Regulatory RNAs may also be 
influenced by environmental signals and 
transmitted between cells and genera-
tions, which has important implications for 
understanding gene–environment inter-
actions and evolution. There is evidence 
that plasticity has been superimposed on 
RNA-directed epigenetic networks by the 
expansion of RNA editing, especially during 
cognitive evolution284,285, and by the use and 
mobility of retrotransposons114,286–289, which 
is consistent with the insights of McClintock 
and of Britten and Davidson. The ‘raw 
material’ for evolution is gene duplication 
and transposition; the latter has the advan-
tage of being able to mobilize functional 
cassettes in regulatory networks290, which 
seems to be the main ‘driver’ of adaptive 
radiation234,291. Indeed, many lncRNAs may 
have originated from retrotransposons, and 
the evolution of mRNAs and lncRNAs may 
have been accelerated by retrotransposition 
of functional modules292–296.

Moreover, apart from snoRNA-directed 
modifications, there are more than 100 
other documented modifications of 
RNA297,298, including cytosine and adenosine 
methylation that have known physiological 
and cognitive effects299–302. This indicates an 
additional layer of RNA informational code 
and epitranscriptomics — an exciting field 
that is just beginning to emerge303,304.

There is evidence for systemic transmis-
sion of RNA305,306 and RNA-mediated epige-
netic inheritance in plants and animals307–311. 
There is also the intriguing possibility of 
RNA-directed DNA recoding, which may 
place RNA at the centre not only of gene 
regulation in the developmental ontogeny 
of higher organisms but also of both ‘hard-
wired’ and ‘soft-wired’ somatic and germline 
evolution312–314.

Conclusions and outlook
Our understanding of the previously hid-
den and unanticipated world of ncRNAs has 
greatly expanded in the past two decades. 
Indeed, in retrospect, it seems that we may 
have fundamentally misunderstood the 
nature of the genetic programming in com-
plex organisms because of the assumption 
that most genetic information is transacted 
by proteins. This may be true to a large 
extent in simpler organisms but is turn-
ing out not to be the case in more complex 
organisms, the genomes of which seem to be 
progressively dominated by regulatory RNAs 
that orchestrate the epigenetic trajectories of 
differentiation and development.

The emerging picture is one of an 
extraordinarily complex transcriptional 
landscape in mammals and other multi
cellular organisms. Such a landscape is 
comprised of overlapping, intergenic and 
intronic, sense and antisense, small and large 
RNAs with interlaced exons315,316, which 
have varying promoters, splicing patterns, 
polyadenylation sites and localization in 
different cells and developmental contexts 
(see below). As there seem to be few distinct 
boundaries to genes in humans, it might 
be better to change the focus of analysis to 
the transcript and to redefine genetic loci as 
‘fuzzy’ transcription clusters165,316,317 that are 
nonetheless semantically anchored or related 
to an enclosed or nearby protein-coding 
locus. However, this can only be stretched 
to a certain extent, and non-protein-coding 
loci raise problems for existing schema of 
human genome nomenclature.

Indeed, even the notion of a simple pro-
tein-coding sequence needs to be reassessed. 
It is becoming evident not only that mRNAs 
can have multiple functions205 but also that 

Figure 4 | Various roles for long non-coding RNAs in cellular regulation.  A | Long non-coding 
RNAs (lncRNAs) are expressed from many loci in the genome — sense and antisense, intronic, 
overlapping and intergenic with respect to nearby protein-coding loci — and function in both  
cis and trans. B | Nuclear functional lncRNAs can modulate gene expression both transcriptionally 
and epigenetically. Some lncRNAs interact with proteins to control the access of chromatin to 
cellular components and/or guide epigenetic regulatory complexes to target loci, which results 
in both transcriptional suppression201 (part Ba) and activation or suppression (that is, bimodal 
control)194 (part Bb). Proteins involved in chromatin modification — such as DNA (cyto-
sine‑5)-methyltransferase 3A (DNMT3A), enhancer of Zeste 2 (EZH2), euchromatic histone-lysine 
N-methyltransferase 2 (EHMT2; also known as G9a), chromodomain Y-like protein (CDYL), repres-
sor element 1‑silencing transcription factor (REST), co-repressor of REST (coREST), trithorax-
activating complex MLL1 (REF. 207) (not shown) and Polycomb repressive complex 2 (PRC2) 
— have been associated with lncRNA-mediated epigenetic silencing194,201,265; the histone demeth-
ylase LSD1 (also known as KDM1A) has been associated with activation of silent loci. Enhancer 
functional lncRNAs tether distal enhancer elements with their promoters344,345, presumably in 
concert with a protein component that has yet to be determined (shown as ‘unknown’) (part Bc). 
Decoy functional lncRNAs affect transcription by binding to proteins such as DNMT1 to sequester 
them  from their sites of action, which leads to a loss of maintenance of DNA methylation and 
gene activation263 (part Bd). C | Some lncRNAs can function in both nuclear and cytoplasmic 
compartments of the cell to affect gene expression and translation of mRNAs. Decoy functional 
lncRNA complexes affect microRNA (miRNA) targeting of mRNAs (part Ca). Some lncRNAs can 
interact with each other or with mRNAs to sequester small regulatory RNAs, such as miRNAs and 
therefore RNA-induced silencing complex (RISC), from protein-coding mRNAs201,337,338. 
Translational regulatory lncRNAs have been observed to recruit protein complexes that consist 
of heterogeneous nuclear ribonucloprotein K (hnRNPK), fragile X mental retardation syndrome-
related protein 1 (FXR1), FXR2 and Poly(U)-binding splicing factor (PUF60) to homology-containing  
protein-coding mRNAs, where they bind to and sequester the mRNAs from the translational 
machinery346 and regulate translation (part Cb). lncRNAs can also bind to homology-containing 
mRNAs and recruit proteins such as QKI and serine/arginine-rich splicing factor 1 (SRSF1), both 
of which modulate the splicing of the targeted mRNA341 (part Cc). H3K9ac, histone H3 lysine 9 
acetylation; me, methylation; Pol II, RNA polymerase II.

lncRNAs may also be involved in orches-
trating the highly dynamic spatial structure 
of chromatin during differentiation and 
development164,266, which would explain their 
often highly cell-specific expression pat-
terns200. Developmental enhancers, as well as 
Polycomb- and trithorax-response elements, 
are transcribed in the cells in which they are 
active203,267–272. These elements may not only 
be scaffolds for the recruitment of epigenetic 
regulators273 but also be the physical  
mediators of the complex phenomena of 
transvection and transinduction234.

Moreover, many lncRNAs show the 
properties of enhancers180. These RNAs 
might guide the physical looping that 
occurs between enhancers, target promot-
ers and exons with precise positioning of 
nucleosomes274–278 to control transcription 
and alternative splicing237,279,280. Indeed, 
the emerging picture is of a chromatin and 
transcriptional landscape that is exquisitely 
and precisely controlled in four dimensions 
by a range of regulatory RNAs that assemble 
fairly generic (albeit often cell- or differen-
tiation state-specific) enzyme complexes  
and isoforms to their sites of action in a 
context-dependent manner238.

A substantial proportion of lncRNAs 
reside within, or are dynamically shuttled 
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protein-coding sequences themselves can 
have other embedded functions, as sug-
gested by constraints on synonymous codon 
usage318,319, including regulatory functions 
as epigenetic modulators203, tissue-specific 
enhancers319,320 and transcription factor 
binding sites321. The possibility, if not likeli-
hood, is that there is a very complex func-
tional and evolutionary interplay between 
the protein-coding and regulatory functions 
of RNAs200, and that some lncRNAs may 
have evolved, at least partly, from protein-
coding genes — as in the case of X inactive 
specific transcript (XIST) — by duplication 
or pseudogenization and the subsequent 
emergence of paralogous regulatory and/or  
coding functions201,322. Conversely, new 
protein-coding capacity may also appear in 
lncRNAs174.

The sheer number and diversity of 
RNAs juxtaposed with their extraordinarily 
complex molecular functions (FIG. 4) — for 
example, in regulating epigenetic processes, 
subcellular organelles, protein-coding and 
non-coding gene transcription, translation, 
RNA turnover, chromosomal organization 
and integrity, and genome defence — sug-
gests that we have a long way to go to under-
stand the structure and functions of what is 
surely a highly interconnected system. Tens 
of thousands (if not more) of individual 
non-coding RNAs exist, and their roles in 
cell and developmental biology, as well as 
in brain function, remain to be determined. 
Moreover, many (if not most) regulatory 
RNAs have yet to be identified, especially 
in complex organisms. These include new 
classes such as the circular RNAs and oth-
ers that may function as miRNA ‘sponges’ 

(REFS 62,323–328), the identification of 
which will require targeted deep sequencing 
of small and large RNAs that are derived 
from different genomic locations in various 
cell types, using targeted techniques such as 
RNA CaptureSeq164,171.

RNA is not a linear molecule but can 
fold into complex and allosterically respon-
sive three‑dimensional structures that 
can both recruit generic effector proteins 
and guide the resulting complexes in a 
sequence-specific manner to other RNAs 
and DNA through duplex or triplex forma-
tion. Important issues that remain include 
the identification of functional domains 
in RNA and their interacting partners, so 
that we can predict and explain RNA func-
tional interactions in the same way that has 
already been done by recognition of well-
characterized motifs and domains in pro-
teins. One way to do this, which is already 
underway in many laboratories, is to  
combine immunoprecipitation of differ-
ent types of RNA-binding proteins (for 
example, chromatin-modifying proteins, 
transcription factors and RNA transport 
proteins) with deep sequencing of the  
associated RNAs, followed by analysis  
of primary and predicted secondary  
structures, and ultimately by biochemical 
validation and characterization.

Determination of the structure of RNA 
species, RNA–RNA, RNA–DNA and RNP 
complexes will be a rapidly growing field 
that requires the development of new tech-
nologies, such as RNA footprinting using 
high-throughput sequencing329 and in vivo 
studies using RNA-based genetic techniques, 
for example, CRISPR-mediated mutation143. 

Other objectives include determination of 
whether small RNA pathways are used in 
viral defence in humans80; the functions of 
tiRNAs, spliRNAs and snoRNA-derived 
small RNAs; the roles of piRNAs in retro-
transposon dynamics and genome remodel-
ling by retrotransposons in the brain114; the 
mechanisms and extent of RNA-mediated 
transgenerational epigenetic inheritance330; 
the locations of RNA-binding sites (that is, 
RNA–DNA duplexes and RNA–DNA:DNA 
triplexes) in the genome; the crosstalk 
between different types of regulatory RNAs; 
the logic and hierarchy of RNA- and protein-
mediated regulation of gene expression; 
and finally, the extent, mechanisms and 
information content of RNA-mediated com-
munication between cells both within306 and 
between organisms (that is, ‘social RNA’)331.

Indeed, it seems that RNA is the com-
putational engine of cell biology, develop-
mental biology, brain function and perhaps 
even evolution itself 313. The complexity and 
interconnectedness of these systems should 
not be cause for concern but rather the 
motivation for exploring the vast unknown 
universe of RNA regulation, without which 
we will not understand biology.
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